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ABSTRACT

As digital imaging processing techniques become increasingly used in a broad range of
consumer applications, the critical need to evaluate algorithm performance has become
recognised by developers as an area of vital importance. With digital image processing
algorithms now playing a greater role fn security and protection applications, it is of
crucial importance that we are able to empirically study their performance. Apart from
the field of biometrics little emphasis has been put on algorithm performance evaluation
until now and where evaluation has taken place, it has been carried out in a somewhat
cumbersome and unsystematic fashion, without any standardised approach. This paper
presents a comprehensive testing methodology and framework aimed towards automating
the evaluation of image processing algorithms. Ultimately, the test framework aims to
shorten the algorithm development life cycle by helping to identify algorithm

performance problems quickly and more efficiently.
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CHAPTER Is INTRODUCTION

Introduction

1.1 INTRODUCTION

The last 10 years have seen a digital image revolution, with soaring interest in image
processing technology across the consumer and business landscape. The proliferation of
digital cameras and mobile camera phones in today’s world has resulted in a phenomenal
surge in the use of consumer digital images. (Eastman Kodak, 2006) a digital imaging
market leader reports that we’re moving picture viewing and sharing from an occasional
experience to an always on lifestyle experience giving consumers the ability to be
connected to people and pictures regardless of place or time. Central to the adoption of
digital photography by both businesses and consumers have been advances in the areas of
image processing and image analysis, particularly in the development of complex image

processing algorithms.

Digital image processing is a collection of techniques/algorithms for the manipulation of
digital images by computers. Standard features on most digital cameras sold nowadays,
such as automatic red eye removal, are the result of complex mathematical operations
known as algorithms. Without realising it, users of everyday digital consumer appliances
such as digital cameras, software graphics packages and printers are harnessing years of

research and development in image processing technology.

Of course use of image processing algorithms have not been confined to individual
consumer appliances like digital cameras, but have driven advancements in many

scientific practices, stretching from medicine to security. From a security viewpoint the
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need to duplicate human vision has been one of the main driving forces behind

developments in image processing.

As digital image processing techniques become increasingly used in a broad range of
applications (Gonzalez & Woods, 2002:6, Jaynes et al, 2005:1), the critical need to
evaluate algorithm performance has become recognised by developers as an area of vital
importance (Courtney & Thacker, 2001; Hua et al, 2004:498; Meer et al, 2000:2
Micheals & Boult, 2001:150). Proper evaluation has always been very important for any
research area but the field of image processing currently lacks a comprehensive testing
framework for assessing the performance of image processing algorithms. Only with a
correct and standardised evaluation can advances in the field be identified and
encouraged. With algorithms being developed without their likely performance being
calculated beforehand, this often leads to a somewhat ad hoc approach to development.
This thesis proposes to investigate and develop software tools to facilitate the evaluation

of these image processing algorithms on large datasets of consumer digital images.

1.3 PROJECT OVERVIEW

THESIS TITLE: Automating the testing process of image processing algorithms.

This thesis, the result of a two years masters degree programme, presents a software
solution aimed at automating the testing process of image processing algorithms. The

aims of the research are to:

1. Study and gain expertise in the area of image processing techniques in general.
Having an understanding of how image processing algorithms operate is of great

importance before attempting to test the algorithms.
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Research into existing methodologies used to test software in general, and image
processing algorithms in particular. Conclude by identifying the best approach
concerning testing image processing algorithms.
Research and develop a methodology for automatic testing of image processing
algorithms. This takes into consideration particularities of algorithm testing (i.e.
version control) and reporting (i.e. allow for inspection of images that the
algorithm did process correctly).
Become proficient in using the programming techniques required to implement
the testing application. These techniques include:

o User Interface (Ul) Design paying particular attention to Graphical User

Interfaces (GUI) suitable for testing applications and reporting.
o Design Patterns.
o Java Development using the Eclipse Integrated Development Environment
(IDE).

o Extensible Markup Language (XML) technology.
Design and implement a database to store the results of testing various image
processing algorithms.
Develop user friendly tools to support the testing of various image processing
techniques.
Implement techniques which allow for image comparison. An algorithm is tested
by executing it on a set of relevant, previously marked images. As a result, every
image in the set is modified in some way, hopefully in the marked areas.
Comparison between the original images and the modified images has to be done
to conclude if the algorithm worked correctly.
Develop statistical tools to analyse the results of algorithm testing. The results
from different versions of the same algorithm can then be compared against each

other.
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1.4 THESIS OUTLINE

1.4.1 Chapter 1l: Introduction

This chapter has discussed some of the background to the research components of this
thesis. The chapter commenced with an introduction to the increasing use of digital image
processing algorithms in everyday consumer applications and the critical need to evaluate
these algorithms. A Dbrief overview of the history and purpose of the “Automating the
testing process of image processing algorithms” project was then presented along with
the projects key aims and objectives. Finally an outline of the thesis structure is

presented.

1.4.2 Chapter 2: Literature Review

The second chapter gives an overview of the image processing industry stressing the
importance of image processing algorithm testing and identifies the need for an efficient
framework to address testing needs. The chapter starts by introducing image processing
terminology and algorithms, and then moves on towards identifying problems associated
with algorithm development and testing. Finally the core requirements of a
comprehensive image processing algorithm testing framework are detailed to further

assess and improve the quality of existing and newly developed algorithms.

1.6.3 Chapter 3: Requirements Analysis

The third chapter outlines the aims and objectives of the proposed testing methodology, a
solution to current testing and evaluation difficulties. The requirements of a software
solution are outlined in detail and the set of key functional requirements are presented.
Finally a review of the key problems the proposed testing framework intends to solve is

presented.
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1.6.4 Chapter 4: Design

The fourth chapter draws up a blueprint for system implementation called the design.
Firstly, the overall algorithm test framework is described and the classification of the two
distinct categories of testing tool user is explained. The key non-functional requirements
based on the two categorises of user for the testing tool are then identified. After the
selection of system development life cycle and technologies are explained the next
sections outline the main design aspects of the testing tool. Firstly design of the testing
tool algorithm integration architecture is explained. The subsequent section then
describes the design of the components that make up a test scenario and the underlying
test execution architecture, while the penultimate section details the GUI design process.
The concluding section summarises how the chosen design satisfies each of the initial

requirements defined in the previous chapter.

1.6.5Chapter 5. Implementation

The fifth chapter focuses on describing some of the important implementation techniques
used during the development of the testing tool. The chapter commences by providing an
overview of the overall algorithm test framework. With a similar approach to the design
chapter, the next sections describe the individual stages of the testing tool’s
implementation. Firstly the development of the components that make up a test scenario
and the underlying test execution architecture is explained, in particular the process of
writing test scripts incorporating relevant metrics of interest to analyse algorithm
performance. The subsequent section then provides an overview of the overall image
testing application Ul, while the final section details the GUI of the testing tool. In
addition code snippets are provided throughout this chapter to give a deeper

understanding of how the testing tool really works.

1.6.6 Chapter 6: Testing and Evaluation
The sixth chapter summarises the testing techniques used to evaluate the software

solution including both the formative and summative evaluation techniques utilised.
21



1.6.7 Chapter 7: Conclusion and Further Work

In the seventh chapter the conclusion is presented along with suggestions for further

improvements to the software solution into the future.
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CHAPTER 2: LITERATURE REVIEW

Literature Review

2.1 INTRODUCTION

The chapter starts by introducing the everyday use of digital image processing technology
in consumer appliances like digital cameras and its increasing importance to other areas
of industry including security. After a selective review of popular image processing
algorithms used in both consumer appliances and computer vision applications, the main
problems in image processing algorithm development and testing are presented. A
comprehensive survey on the methods and techniques being used in image processing
algorithm performance assessment is then undertaken and the need for an efficient image
processing algorithm testing framework is identified. Finally, the main components of a
comprehensive image processing algorithm testing methodology that will aid in assessing

and improving the quality of existing and newly developed algorithms are outlined.

2.2 DIGITAL IMAGE PROCESSING OVERVIEW

2.2.1 Everyday Use of Digital Image Processing Technology

“We are in the midst of a revolution sparked by rapid progress in digital image processing technology."
(Gur, 2002)

(Milbum, 2004; Smolka et al, 2003; Wilhelm et al, 2004; Zhang et al, 2002; Zhang et al,
2004a) Today the world is in a midst of a digital imaging revolution as digital technology
replaces traditional photography and high-tech digital image processing techniques
become available in consumer software and photographic equipment (Gur, 2002; Bovik,

2000). Technological advances and the convergences of digital imaging and wireless

23



technologies have brought many changes in the way digital images are captured,
manipulated, analysed, transmitted and printed.

“One aspect of image processing that makes it such an interesting topic ofstudy is the amazing diversity of
applications that use image processing or analysis techniques” (Bovik, 2000:3)

The revolution has not only affected individual lifestyle habits such as the way families
interact through camera phones but have influenced all areas of science from tumor
detection in biomedicine, to monitoring of weather patterns in environmental science and
object and scene perception in robotic vision. (Gur, 2002) reports image processing as
one of the most rapidly evolving areas of Information Technology (IT) with growing

applications in all areas of businesses.

According to (Narayanaswami & Raghunath, 2004:67) digital photography has changed
our entire photo experience for the better. Digital cameras have eliminated the need for
film as the image is digitally captured and stored in a memory array within the camera
allowing photos to be viewed and enjoyed virtually instantaneously (Bovik, 2000). And
since they first appeared on the scene in the mid 1980’s digital cameras have changed
from complicated and expensive tools of limited value to user-friendly, cheap, powerful
and effective tools that can be used in a wide array of tasks (Davis et al, 2005; Gargi et al,
2003; Girgensohn et al, 2004a; Milburn, 2004; Van House et al, 2005). Supported by
advanced image processing (IP) algorithms they have become an ubiquitous and requisite
commodity in the modem technological age for the recording, displaying and
communication of visual representations (Messina et al, 2003:549). For instance red eye
continues to be the most common customer complaint in the digital imaging market (Luo
et al, 2004; Schettini et al, 2004:139; Smolka et al, 2003:1767; Zhang (b) et al 2004) and
most digital cameras sold today incorporate red-eye filters which analyse the captured
image for the red-eye phenomenon and correct the image by changing the red area to its

original colour.
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“Virtually everyone is in some way affected by personal photography - as photographer, subject, or
viewer.” (Van House et al, 2005:1853)

Digital Images Captured Worldwide, 2002-2009
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Figure 1. Digital Images Capture Worldwide Forecast

The whole concept of how we share digital photographs is changing as online sharing,
digital archives, email and picture messaging transform the whole viewing experience
(Wilhelm et al, 2004:1406). (Eastman Kodak, 2006) A digital imaging market leader
reports that we’re moving picture viewing and sharing from an occasional experience to
an always-on lifestyle experience giving consumers the ability to be connected to people
and pictures regardless of place or time. Consequently as (Girgensohn et al, 2003; Sarvas
et al, 2004; Sarvas, 2005; Wilhelm et al, 2004:1403; Zhang et al, 2004a) report, there has
been a phenomenal surge in use of consumer digital images with (International Data
Corporation, 2004), a market leader in research and consulting, predicting that digital
camera images captured, shared and received worldwide will grow an average of 35%
from 2003 to 2008.

“By reducing many of the barriers to camera phone use and image sharing (including increasing image

quality, easing the sharing process, and removing barriers), wefind that users quickly develop new usesfor
imaging.” (Van House et al, 2005:1853)

Given the increasing use of digital image processing technology in a wide array of both
consumer and industrial applications, testing the accuracy this technology becomes of
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even greater importance to the image processing community. Without effective testing,
the performance of image processing algorithms such as red eye filters is questionable,
and it can be hard to pinpoint problem areas in algorithms, or to assess algorithm
accuracy. The next section explains what exactly a digital image processing algorithm is,

and gives an overview of the history and evolution of the digital image processing field.

2.2.2 Whatisa Digital Image Processing Algorithm?

Central to the adoption of digital photography by both businesses and consumers have
been advances in the areas of image processing and image analysis, particularly in the
development of complex image processing algorithms. Digital image processing is a
collection of techniques/algorithms for the manipulation of digital images by computers.

“The field of digital image processing refers to processing digital images by means of a digital
computer.”(Gonzalez & Woods, 2002:1)

A digital image usually captured by a variety of input devices and techniques, such as
digital cameras or scanners, is a picture that has been converted into a computer readable
binary format represented as a matrix of elements called pixels (Gonzalez & Woods,
2002:2). The digital image contains instructions on how to colour each pixel which can
be thought of as small dots on screen which together create the digital image.

“Picture quality is strictly related to the number of pixels composing the sensor: the higher the better”
(Mancuso & Battiato, 2001:2)

Computer vision uses information extracted from such images in order to assist in
decision making. Computer vision and image processing are related fields with computer
vision using many of the techniques which traditionally belong to image processing.
(Gonzalez & Woods, 2002:1) reports that there is no clear-cut boundary between the two.
One formal distinction is that image processing deals with transforming images,
producing one image from another, whereas computer vision deals with extracting
specific information from images - for instance object recognition, the detection of

known objects within an image, its main aim being to emulate human vision (Bowyer &
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Phillips, 1998; Gonzalez & Woods, 2002:1; Meer et al, 2000). Both involve the analysis

of digital images by computer algorithms.

“Computer vision, for example, aims to duplicate human vision.” (Low & Hjelmas, 2001:237)

An algorithm is a complex mathematical operation which can be defined as a procedure
or formula for solving a problem. In relation to image processing the term algorithm is
used to describe a problem-solving method suitable for implementation as a computer
program. Standard features on most digital cameras sold nowadays, such as automatic red
eye removal, are the result of complex mathematical operations known as algorithms. For
instance the capturing of a photograph by a digital camera, a rudimentary task for most
users, is driven by an elaborate processing sequence. Such tasks may seem simple but the

underlying technology has been in development for the last 40 years.

2.2.3 Digital Image Processing History And Evolution

Ever since computers have become powerful enough to manage the processing of large
data sets of images, researchers and developers have taken a great interest in image
processing technology across the consumer and business landscape (Connolly,
2003:193).

“Computers, even PCs, are sofast and so well-endowed with storage that it is entirely feasible to process
large datasets of images in a reasonable time — and this means it is possible to quantify the performance
ofan algorithm.” (Clark & Clark, 2002:2)

(Clark & Clark, 2002:2) details the discipline variously known as computer vision,
machine vision and image analysis as having its roots in the early artificial intelligence
research of the late 1950°s and early 1960°’s when digital computers first became
available. (Umbaugh, 1998) describes image processing as originating during this period
as an extension of electrical engineering and specifically digital signal processing.

“The original goal of vision was to understand a single image of a scene, locate and identify objects,
determine their structures, spatial arrangements, relationships with other objects, etc." (Shah, 2002:103)
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The United States (US) government saw the potential of image processing in relation to
defense, security and space exploration and during the 1970’s and 1980°s played a key
role in establishing an infrastructure for the computer graphics field through support and
research funding. During the 1960’s, the National Aeronautics and Space Administration
(NASA) converted from using analog transmission signals to digital signals with their
space probes to map the surface of the moon (sending digital images back to earth).
Computer technology was advancing at this time so NASA was able to use computers to
enhance the images that the space probes were sending back. The digital and personal
computer revolution of the 1980°s and 1990’s, spawned in part by the change from
analog to digital, allowed major corporations in the private sector at the time (Bell
Laboratories  (http://www.bell-labs.com/, 2006) and General Electric Company
(http://www.ge.com/, 2006)) to harness this new technology and develop products for the

commercial marketplace (Jahne, 1997:32).

“Rapid performance in computer technology andphotonics had reached a critical level ofperformance”
(Jahne, 1997:32)

After the first digital camera for the consumer-level market that worked with a home
computer was released by Apple Computer Inc. (http://www.apple.com, 2006) in
February 1994 the digital camera market has since exploded and in tandem with the
rapidly decreasing cost and increasing power of modem computers (Bovik, 2000:657),
we have seen the creation of the multi-billion industry known as info-imaging. This
multi-billion dollar industry involving 100’s of new and established technology
companies, which (Eastman Kodak, 2006) estimate as been worth $385 billion
worldwide, combines three closely related markets: (1) Devices, (2) Infrastructure, (3)
Services/media; which are all converging based on the central role of imaging. In effect
the info-imaging industry is concerned with exploiting the latent information stored in
personal and commercial images by using digital technology to extract the relevant data,
and with creating new ways to capture, store and transmit information-rich images

(Eastman Kodak, 2006). In essence images are information (Eastman Kodak info-
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imaging, 2006), so image processing advances have not simply been confined to
consumer software and electronics equipment market but have driven developments

across many areas of computer vision.

The next section presents a selective review of some of the most popular image
processing algorithms used today in both the consumer software and electronics

equipment market and in the security industry.

2.3 WHAT IPALGORITHMS MAKE POSSIBLE

2.3.1 BPAIlgorithmsinUsein Consumer Digital Imagery

While first class artificial vision systems are still very much a concept in development
terms, a series of highly evolved algorithms dominate the digital image market today. As
(Bovik, 2000:243) reports, images are produced to record and display useful information
but because of imperfections in the image capturing process, the recorded image
invariably represents a degraded version of the original scene. So the correction of these
imperfections to preserve image quality is critical to many of the ensuing image

processing tasks (Bovik, 2000:243).

“As the digital images are captured, stored, transmitted, and displayed in different devices, there is a need
to maintain image qu ality (Bovik, 2000:669)

Current Image Processing (IP) algorithms are powerful enough to distinguish subtle
differences in image content and “pick up” only the elements of interest. Equally
important is their ability to disregard the content that is particular to the environment in
which the image was captured such as exposure or illumination. Much of this technology
is already incorporated inside digital cameras as part of the image capturing process, or
prior to display on personal digital assistants, mobile phones and other digital imaging

appliances.
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“To support these uses, ease and speed are critical. Image quality needs to be good enough (Van House
etal, 2005:1856)

Without realising it, users of everyday digital consumer appliances such as digital
cameras, software graphics packages and printers are harnessing years of research and
development in image processing technology. IP algorithms embedded in digital cameras
must perform a significant amount of data processing before the captured image can be
compressed and converted to one of several image data formats, the most common being
Joint Photographic Experts Group (JPEG) standard, a worldwide standard for the
compression of digital images (http://www.jpeg.org/, 2006). Pre-capture IP algorithms
are first applied to determine the three parameters which will determine the quality of the
final picture: white balance, exposure and focus (Mancuso & Battiato, 2001:4).
Following this, post capture IP algorithms may be applied to remove image defects and
improve the quality of the images acquired. (Mancuso & Battiato, 2001:4; Messina et al,
2003:549).

“Consistent image quality is one of the most important requirements for a camera system” (Shirvaikar,
2004)

Among the most popular IP algorithms in use today are:

2.3.1.1 Red Eye Detection and Correction Algorithms

"Caused by light reflected offthe subject's retina, red-eye is a troublesome problem in consumer
photography" (Zhang (b) et al, 2004: 2363)

Red eye continues to be the most common customer complaint in the digital imaging
market (Luo et al, 2004; Schettini et al, 2004:139; Smolka et al, 2003:1767; Zhang (b) et
al 2004). The problem occurs when a flash is used to take a photograph and the light
reflecting from human retina makes the eyes appear red in the photograph.

“The objectionable phenomenon is well understood to be caused in part by a small angle between theflash
ofthe camera and the lens ofthe camera.” (Deluca Patent, 2002)
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Most digital cameras sold today incorporate red-eye filters which analyze the captured
image for the red-eye phenomenon and correct the image by changing the red area to its
original colour. Powerful recognition software is able to distinguish between red eyes and
other red dots within the photograph that may be of similar size and colour and correct
the red eye discrepancy.

“The digital camera has a red-eye filter which analyzes the stored image for the red-eye phenomenon and

modifies the stored image to eliminate the red-eye phenomenon by changing the red area to black.”(Deluca
patent, 2002)

For the most part the corrected images are realistic and retain any highlights on the eyes.
However the explosion in sales of camera phones means the problem has become more
acute. With camera phones being small in size, the flash source is located even closer to

the lens which results in a higher rate of red-eye pictures.
2.3.1.2 Dust Detection and Removal Algorithms

The appearance of dust on the plate on the front of digital camera lens is another common
problem in digital photography. The dust is caused by small particles entering the camera
body when changing lens. Attracted electrostatically, once on the sensor it can be very
difficult to remove, resulting in impinged image quality. Aside from physically removing
the dust particles from the image sensor the only other way to removes the defects in the
image is to manually correct them. Current powerful dust detection algorithms can find
the dust and reduce and eliminate its effect on the image by reconstructing the dust

obscured area accurately.

2.3.1.3 Auto Exposure Algorithms

One side effect of the digital imaging revolution is that digital cameras perform
differently than film cameras in their treatment of highlights and shadows. The exposure
parameter is the amount of light that hits the image-sensor and determines how light or
dark the captured image will be (Mancuso & Battiato, 2001:4). Controlling exposure is

crucial to capturing the desired image. If too much light gets through to the image sensor
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the resulting image will be over exposed and have a faded-out look whereas if too little
light gets through to the sensor the resulting image will be underexposed and have a
darkened look. (Messina et al, 2003:549) report that this is a difficult problem to solve
particularly in mobile camera phones where several factors including absence of flash
gun contribute to badly exposed images. Most high-end digital cameras sold nowadays
incorporate histogram tools used to filter the amount of light hitting the sensor, resulting
in clearly exposed images. A histogram is a graph of the distribution of brightness values
of individual pixels in a digital image. The left hand side of the histogram indicates the
dark tonal range referred to as shadows, the centre portion indicates the mid-tones of the
image, while the right hand side of the histogram shows the bright tonal range or

highlights of the image.
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Figure 2: Image Histogram

As illustrated in the Figure 2 above, if the left hand side or right hand side of the
histogram is empty the image will be most likely be over or under exposed.
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Unfortunately, according to (Messina et al, 2003:549), there is not an exact definition of
what correct exposure should be but developers are all the time working on new auto-

exposure algorithms to capture clearly exposed images.

The beauty of current IP algorithms like those mentioned above is that they can be
optimised to run inside digital cameras, printers and other devices with relatively low on-
board processing power. This means the process is completely automatic and transparent
in operation and relieves much of the disappointment and stress of those who use digital
cameras. Developers are all the time improving algorithms to make the process efficient
in terms of computing resources but still fast enough on low-end embedded appliances to
be practically unnoticeable to end-users. Of course as consumers yearn for sharper,
brighter and clearer images, a lot of IP algorithm development and refinement still needs
to be carried out (Riopka & Boult, 2003). The quality of an algorithm can have a strong
impact on the perceived quality of the image. Ideally algorithms are designed to

maximise classification accuracy whilst minimising computational effort.

Simpler algorithms translate into less hardware, lower power consumption, and lower cost” (Mancuso &
Battiato, 2001:1)

The rapid transition to digital photography has raised the expectations of non-
professional photographers, and for the digital imaging research community the ultimate
goal is to allow consumers capture and manage discrepancy-free images quickly and

easily.

2.3.2 Computer Vision:IP Algorithmsin Use in the Security Industry

Of course the use of IP algorithms has not been confined to individual consumer
appliances like digital cameras. The security industry has for the last 20 years embraced
computer vision technology; incorporating algorithms that deduce information from
visual images, including face recognition and fingerprint analysis technologies (Hong et
al, 2004:103; Kung et al, 2004).
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“Image is belter than any other informationform for our human being to perceive. Vision allows humans to
perceive and understand the world surrounding us.
(http://iria.math.pku.edu.cn/~jiangm/courses/dip/html/node3.html, 2003)

From a security viewpoint the need to duplicate human vision has been one of the main
driving forces behind developments in image processing. (Gur, 2002) proposes that the
technology holds the possibility of developing the ultimate machine in the future that will
be able to perform the visual functions of human beings. Understandably since
September 11 (http://www.septemberl Inews.com/, 2005) in New York and July 7
(http://news.bbc.co.Uk/I/hi/in_depth/uk/2005/london_explosions/default.stm, 2005) in
London, increasing international attention has been brought to imaging technology as

security concerns have grown worldwide (Kung et al, 2004; Mazor, 2005).

The greater interest in security has led to biometrics, the ability of a computer to
recognise a human through a unique physical trait, becoming one of the fastest growing
fields in advanced technology. (Hong et al, 2004; Kong et al, 2005:104; Pankanti et al,
2000; Prabhakar et al, 2003:33) report that biometrics systems have the best performance
in terms of security, management and user convenience compared to traditional systems
able to perform the visual functions of human eye. Traditionally biometric authentication
has been used for the purpose of either verification or identification in law enforcement to
identify criminals (Jain et al, 2004:19). Nowadays it is increasingly being used to
identify persons in a large number of civilian, commercial and financial applications
(Bovik, 2000:821; Hong et al, 2004:104; Pentland & Choudhury, 2000:54; Yang et al,
2004). As biometric imaging comes in many varieties and exists to meet a broad set of
needs, (Jain et al, 2004:10; Prabhakar et al, 2003:36) have divided biometric applications

into three main groups:

(1) Commercial Applications e.g. computer network login, electronic data security, e-

commerce, physical access control, etc.
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(2.) Government Applications e.g. border and passport control, national ID card, drivers

license, etc.

(3.) Forensic Applications e.g. terrorist identification, criminal investigation, parenthood

determination, etc.
Perhaps unbeknownst to us as consumers the above applications have become a part of
everyday life in the 214 centuiy.

“But it is certain that biometric-based recognition will have a profound influence on the way we conduct
our daily business. ”(Jain et al, 2004:19)

As the prospect of a biometric imaging industry explosion looms large one biometric that
will gamer a lot of attention will be face recognition (Kim et al, 2004; Pentland &
Choudhury, 2000). Face recognition involves:

“Identifying or verifying one or more persons of interest in a scene by comparing input images with face
images stored in a database.”(Kong et al, 2005:104)

Evidence of face’s recognitions importance can be seen in the wide array of research
carried out in the field and the wide variety of face detection and recognition techniques
which have been proposed (Kim et al, 2004;Kung et al, 2004; Little et al, 2005:89;
Pentland & Choudhury, 2000:51; Yang et al, 2004:2533). Different face recognition
systems use different methods of facial recognition; however all focus on measures of
key features of the face. The process usually involves the scanning of a person’s face and
matching i