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INTRODUCTION METHODOLOGY FROGRESS ON MULTI-USER FRAMEWORI

* Collaborative design 1s a design task This project 1s divided into four * The framework chosen provides
performed in a dispersed group of major blocks as shown below. the following features which
workers with a joint objective. It is a e " Eplt are as follows;
multi-staged process that brings e e . Infrastructure and data
together different ideas, roles and team - Collaborative || Metrics ’ security provided by encrypted
members. / \ presentations. Communication

* Virtual Reality 1is the use of computer \ _— / and 1nteraction possible with
technology to create a simulated - QoEBvaluate || Learning \ Avatars and real time voilce
environment. Unlike traditional user . Using Eye 4 communication. Screenshots and
interfaces, VR places the user inside o noe annotations allow better
the experience. Instead of viewing a ) ’ decision making.
screen in front of them, wusers are Fig 2: Major blocks of ° Moderator leads through the
immersed and able to interact 3D worlds. research presentation wilithout further

. By simulating a5 many SENSES a5 There are many frameworks available know}e@ge required from  the
possible, such as wvision, hearing and’ﬁbut selection 1s based on mainly on part1c1pants.
even touch, the presentation system 1s the following categories: (a)  the . The mailin use cases of tbe
transformed 1into a gatekeeper to this ' selected framework is

Framework should support both
desktop and head mounted displays
(b) avatar representation of users

collaborative design reviews,
layout planning and trailning.

artificial world. This gateway 1s by a
wearable hardware known as Head Mounted

Display (HMD) . | | . Provides option for both Unreal
| | | (c) customization as necessary (d) . .
e Virtual Reality promises to enable an . L or Unity Plugin for
, , have high level of naturalistic . .
almost “physical” co-presence meeting. . . . customization
| | interaction (e) multimodal
Nowadays, high levels of interaction & . . . ’ The STAGE Creator enables to
, , , communication should be possible. . Cy e
immersion in collaborative virtual | . . create multi-user capabilities
, , Machine learning techniques can be . .

environment are possible supporting for presentations and projects

applied to the metrics captured.

collaborative design tasks. fast and easy.

Multimodal signals for OFE . .
* Collaborative virtual environment has . . J , . . STAGE Creator 1s designed for
. prediction | .
several advantages over digital ‘ an 1ntegrated workflow allowing
communications. It supports multimodal . to work the way desired. Work

design actions to make the 1mmersion
more, reduces time, costs and provides

Mode!

-C3t, step, conversion

Coding

effective wvisualization for review of cosde, uwmw wsabie i oty ?ﬁﬁﬁﬁ
prOdUCtS o Flg 3 . ImpllClt metrlcs for QOE ~. vrdml, iges | | game engine

* Together or 1in separate parts of the Evaluation " %’ «»&—W@unny
world, virtual meetings allow BFATODED

professionals to review their design QoE evaluation has the followilng

Quality of Experience

models and add intricate detalils phases : . <>5Ege
. . Subjective Objective ’_ -
necessary. . Information and Screening Phase: [ Methods H Nethade } :b '

Stage Claud allows

* Interactive features inside virtual Participants will Dbe provided @~ / o s, g v
environment enhance the design with Information on the test and :
activities. screened for visual defects

* Success of an application 1s always ° Resting Phase: Capturing

baseline physiological metrics
. >2pace . for 5 minutes using multimodal Fig5: Flow diagram of the research
| Classroom e e SENSOLS.
E 2 L2t spaca W___jﬁ‘ @ . Training Phase: The training
: E~ faiggigﬂﬁ ;;": o phase consisted of series of . L o
B ‘ . 4<\ =<\ training get ]?uture work involving more
. EE e N participant the 1ntelractlons to SUppOJ.ft the exact
o & . | Weoroesed cata anstyuis environment ;i1 requlrement for §nhanclzlng the 1I15e
. - jxiﬁfﬁﬁf;f; be asked L1 se case. And Involving Mixed Realilty
E £ - | — using the HMD-. feaFures inside Virtual Reality
l - ——a . Testing Phase: Participants will environment. .
° ULL)__J_CpL,J_vc IMMECLICTS TTI cIrre T OLII OL complete a virtual collaborative ’ Trials with users working together

physiological measures provide unbiased

remotely synchronously as well as
insight into user perception of a COURSE OF ACTION asynchronously
. Svstem * Trackiling more features of the
RESEARCH QUESTION & OBJECTIVE “ ThgdeglighReapplication should be avatars like finger tracking and

investigate e . usabilitv a t11 of o Usednpilpgmart factory context. It glvling photorealilistic approach to
The researg% 1ET investigate Qﬁe usa% Yi 1Ty

anaSRRIARRAAFe W BRI R TE BSIAGSAIEHE  LTVOLVeS Mish devel of ot mant e aid more,
desﬁeﬁl%gr%n%fe%%%%ateeva Shett IS 05 o e Eg A Q0B eieral realism.

8 X erlenciﬁ i e%/R , - T R G -ehensive review and behav1oral realism.

s 19 CO oLd < application. <h comparling various framework, *

evaluation c?f tlhe application will take StageVR is selected satisfying ACKNOWLEDGEMETS

place  considering  number — of  Tfactors maximum conditions and allowing ‘o aorget 1s to, develop an WR &
using 1mp}1c1t, explicit fﬂuj objective the developer to customize 1t. COlSlgM %%gréyﬁzﬁsu gﬁrﬁgn:%i%e%or
data. We will then use multimodal datasets |, Unity Game Engine will the base ]%%%ure sTart lﬂ%us%f%es st case

to ERVeGNy eIl 1ne learning model that platform for development of the Co%ﬁmﬁpaFlo%lc%treac %ﬁ%hAEn <%h
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