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Abstract

Males are generally overrepresented in higher education engineering. However, the

magnitude of this variance differs between countries and engineering fields. Evidence

associated with the field-specific ability beliefs hypothesis suggests that perceptions

of intelligence held by actors within engineering affects the engagement of under-

represented groups. This study examined perceptions of an intelligent engineer held

by undergraduate and postgraduate engineering students in Ireland and Sweden,

countries selected based on their levels of female representation in engineering

education. It was hypothesised that there would be a significant difference in per-

ceptions between countries. A survey methodology was employed in which a

random sample of Irish and Swedish university students completed two surveys.

The first asked respondents to list characteristics of an intelligent engineer, and

the second asked for ratings of importance for each unique characteristic. The

results indicate that an intelligent engineer was perceived to be described by

seven factors; practical problem solving, conscientiousness, drive, discipline knowl-

edge, reasoning, negative attributes, and inquisitiveness when the data was analysed

collectively, but only the five factors of practical problem solving, conscientiousness,

drive, discipline knowledge and negative attributes were theoretically interpretable

when the data from each country was analysed independently. A gender� country

interaction effect was observed for each of these five factors. The results suggest

that the factors which denote intelligence in engineering between Irish and Swedish

males and females are similar, but differences exist in terms of how important these

factors are in terms group level definitions. Future work should consider the self-

concepts held by underrepresented groups with respect to engineering relative to

the factors observed in this study.
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Introduction

Higher education engineering fields are generally male dominated (Cheryan
et al., 2011, 2017; Hunt, 2016; Sultan et al., 2018; Sunny et al., 2017; Verd�ın
et al., 2018; Wiebe et al., 2018; Yoder, 2017). This is problematic as a lack of
diversity suggests a loss of potential talent, and the gender disparity indicates the
existence of entry barriers to women. Attracting and promoting diverse talent is
a critical agenda of engineering fields to ensure their growth and prosperity and
it is paramount that all individuals have the opportunity to form and pursue
their own aspirations without negative impacts from prejudice or bias. In order
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to fully understand the issue of gender disparity and to progress it, it is imper-
ative that the nuances associated with gender representation in higher education
engineering are understood, and particularly if there are differences between
countries that could impact the generalisability of research findings.

Wang and Degol (2017) summarised six explanations provided within the
pertinent literature for the existence of gender representation gaps in science,
technology, engineering and mathematics (STEM) fields. One of these, the field-
specific ability beliefs hypothesis, suggests that women may be underrepresented
in academic disciplines where success is believed to be more reliant on innate
brilliance as opposed to an investment of effort (Leslie et al., 2015, p. 262).
Considering that women tend to judge themselves more harshly than men
(Blatchford, 1997; Langan et al., 2008; Torres-Guijarro & Bengoechea, 2017),
and the calls to identify relevant elements of self-concept (Sax, 1994; Sax et al.,
2015), identifying field-specific characteristics perceived to be associated with
success and exploring self-perceptions with respect to these characteristics may
provide further insight into ways to address the gender gap in higher education
engineering. Specifically, having an understanding of such field-specific charac-
teristics would allow for investigations into people’s self-rating of those charac-
teristics and how, in relation to their gender and culture, these relate to desirable
outcomes such as interest, motivation and performance.

Current study

Gender in engineering education has been explored through a number of lenses,
however there is a need for greater diversity in this regard (Pawley et al., 2016).
In response to the gender gap in third level engineering and stemming from the
field-specific ability beliefs hypothesis, this study aimed to identify and deter-
mine the importance of perceived characteristics of an intelligent engineer from
the perspective of higher education engineering students across two countries,
Ireland and Sweden, using a survey methodology pioneered by Sternberg et al.
(1981). Building on the work of Adams et al. (2007) who explored Swedish
students conceptions of engineering as a discipline, having an understanding
of the characteristics perceived to be associated with intelligent engineers
would facilitate more explicit investigations into whether young people’s self-
concepts of these characteristics are related to their engagement with engineer-
ing. Irish and Swedish students were selected primarily based on the variance in
female representation in engineering education between them. Data from the
Organisation for Economic Co-operation and Development (OECD, 2020) indi-
cates that the percentage of females enrolled in “engineering and engineering
trades” education at bachelor’s, master’s and doctoral level ranges from 11.54%
to 28.33% in OECD countries, and that Sweden has the highest percent of
female representation (28.33%) whilst Ireland has one of the lowest (14.33%).
Third level engineering students were included as participants as they were
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actively in the environment that the gender gap relates to and thus offered a
critical perspective. In investigating the prototypical definitions (Neisser, 1979;
Rosch, 1977; Rosch et al., 1976; Rosch & Mervis, 1975) of intelligent engineers
held by the participating students, the study had the following objectives:

• To elicit Irish and Swedish engineering students’ perceptions of the character-
istics that describe an intelligent engineer.

• Based on these characteristics, to identify broad factors through an explor-
atory factor analysis (EFA) perceived to reflect an intelligent engineer.

• To examine differences in rated importance between these factors relative to
the students’ conceptions of an intelligent engineer.

• To further examine the differences in the rated importance relative to the
students self-reported gender and country of study.

• As the study relates to addressing the gender gap in engineering education
engagement, to examine of the differences in the rated importance of these
factors between female Irish and Swedish students.

In presenting this study, first a theoretical background will be provided to
give context on gender and culture in STEM and engineering, the field specific
ability beliefs hypothesis, and prototypical definitions of intelligence. This will
be followed by a description of the study method which involved the adminis-
tration of two surveys which are presented consecutively. Finally, the results of
this study will be discussed in light of cultural differences between Ireland and
Sweden and with respect to relevant theory.

Theoretical background

Gender and culture in STEM and engineering

Eisenhart (2001) noted that if culture is related to a study’s design, it is impor-
tant to define how culture is conceptualized within the study. Schein (1992, p. 1)
defined culture for a group as:

. . . a pattern of shared basic assumptions that the group learned as it solved its

problems of external adaptation and internal integration, that has worked well

enough to be considered valid, and therefore, to be taught to new members as

the correct way to perceive, think, and feel in relation to those problems.

In terms of engineering in higher education, Godfrey and Parker (2010) offer an
overview of perspectives taken on studying culture which includes culture as
gendered (Cronin & Roger, 1999), culture as an agent in student attrition
(Courter et al., 1998), student engagement and enculturation (Volkwein et al.,
2004), the development of engineering identity (Stevens et al., 2008), faculty
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cultures (McKenna et al., 2008), campus cultures (Tonso, 2006), sub-
disciplinary cultures (Murphy et al., 2007), national cultures (Downey &
Lucena, 2005), assessment cultures (Borrego, 2008), the role of institutional
culture in effecting change (Covington & Froyd, 2004), and measuring cultural
change (Fromm & McGourty, 2001). However, Godfrey and Parker (2010) also
note that each of these perspectives only offer a partial view of the dimensions of
culture in engineering education. In this study, as the countries of Ireland and
Sweden are being compared, culture is conceptualised in terms of national
cultures, and similar to Godfrey and Parker (2010, p. 7) the position taken in
this study is that “culture is not static but open to shifting values and cultural
norms. Any snapshot of a culture will therefore be situated at a particular place
and time”.

There is an inherent limitation in considering culture at a national level,
which is that countries have varying demographics of people, each with poten-
tially unique sub-cultures. However, there are also advantages to considering
culture at a national level in that results can provide empirical support for in-
depth explorations into the impact of culture related variables with respect to
within country demographics. Of the studies which consider culture at a nation-
al level in engineering education, relatively few are associated with comparisons
between a small number of countries. Most pertinent studies consider an exten-
sive range of countries or conduct an in-depth investigation into the culture of
one country. Of those that consider culture nationally across a large range of
countries, results of international assessments such as the Trends in
International Mathematics and Science Study (TIMMS) and studies from the
Programme for International Student Assessment (PISA) are often used (e.g.,
Charles et al., 2014; Hamamura, 2012; Mann & DiPrete, 2016; Nosek et al.,
2009; Reilly, 2012; Stoet et al., 2016).

Many interesting findings have come from studies which have considered
results from TIMMS and PISA with respect to variables associated with
STEM and engineering interest and performance, such as that “contra predic-
tions, economically developed and more gender equal countries have a lower
overall level of mathematics anxiety, and yet a larger national sex difference in
mathematics anxiety relative to less developed countries” and that “although
relatively more mothers work in STEM fields in more developed countries, these
parents valued, on average, mathematical competence more in their sons than
their daughters. The proportion of mothers working in STEM was unrelated to
sex differences in mathematics anxiety or performance” (Stoet et al., 2016, p. 1).
Similarly, Mann and DiPrete (2016, p. 568) “demonstrate that girls hold them-
selves to a higher performance standard than do boys before forming STEM
orientations, and this gender “standards gap” grows with the strength of a
country’s performance environment [and] that a repeatedly observed paradox
in this literature – namely, that the STEM gender gap increases with a more
strongly gender-egalitarian national culture – vanishes when the national
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performance culture is taken into account”. Furthermore, Nosek et al. (2009)

found that nation-level implicit stereotypes predicted nation-level sex differences

in mathematics and science performance in 8th grade students. National differ-

ences in cognitive sex differences, another variable linked with STEM and engi-

neering interest and performance (Wang & Degol, 2017) are also often cited

within this literature. For example, Reilly (2012) illustrates that from the 2009

PISA results, across 34 countries, females generally outperformed males in read-

ing, males generally outperformed females in mathematics, and there was a

variance observed across countries for science performance. Results from

these studies can have substantial benefit, as when results indicate commonality

between countries, inferences can be made relating to variables which generalise

across nations. However, when there are reported differences between countries,

country cultural variables can be inferred to have causal implications and thus

merit further confirmatory inquiry.

The field-specific ability beliefs hypothesis

Much evidence indicates cultural associations between men and innate intelli-

gence but not women (Bian et al., 2018; Elmore & Luna-Lucero, 2017;

Kirkcaldy et al., 2007; Tiedemann, 2000), and women tend to be underrepre-

sented in fields which are considered to require innate brilliance in comparison

to those where the attainment of excellence or expertise is associated with effort.

These stereotypes of women, in addition to work examining the variability in

individuals beliefs about success (Dweck, 1999, 2006), underpinned the postu-

lation of the field-specific ability beliefs hypothesis (Leslie et al., 2015). This is

not to suggest that natural ability is or is not important to certain fields in

reality, but rather this hypothesis is specifically associated with practitioners’

opinions concerning the importance of innate ability in the field they are work-

ing in. In a large scale study (n¼ 1820), Leslie et al. (2015) tested the field-

specific ability beliefs hypothesis against three competing hypotheses; (1) the

more demanding a discipline in terms of work hours, the fewer the women,

(2) the more selective a discipline, the fewer the women, and (3) the more a

discipline prioritizes systemizing over empathizing, the fewer the women. The

results of their study supported the field-specific ability hypothesis over the

other three, and that the hypothesis extended to the underrepresentation of

African Americans’ as well. Critically, while the related and underpinning

work associated with growth mindset theory has recently seen an emergence

of contradictory evidence (Bahn�ık & Vranka, 2017; Foliano et al., 2019; Li &

Bates, 2017; Sisk et al., 2018), it is theoretically different than the field-specific

ability beliefs hypothesis (e.g., Gunderson et al., 2017) which has corroborating

evidence (Bian et al., 2018; Cimpian & Leslie, 2015; Deiglmayr et al., 2019;

Storage et al., 2016).
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There are several causal explanations associated with this hypothesis. In

understanding these, the differences between overt/intentional and covert/

subtle forms of sexism, and between hostile and benevolent forms of sexism

must be considered (Swim et al., 1995, 2005; Swim & Cohen, 1997). Wang

and Degol (2017) note that although overt and deliberate forms of discrimina-

tion may not be as common now as they used to be, covert and benevolent forms

still exist and shape male and female career trajectories. Notably, research shows

that children as young as 6 are influenced by gender stereotypes, such as that

science and mathematics are male domains (Miller et al., 2015) and that boys are

more likely to be “really, really smart” (Bian et al., 2017). One example of a

causal explanation is related to perceived sense of community within fields. For

example, Cheryan and Plaut (2010) found when studying English, a female-

dominated field, and computer science, a male-dominated field, that “the best

mediator of women’s lower interest in computer science and men’s lower interest

in English was perceived similarity” (p.475). Furthermore, Cheryan et al. found

that the removal of stereotypical masculine objects (e.g., Star Trek posters and

video games) could increase female interest in these courses (Cheryan et al.,

2009, 2011). Leslie et al. (2015) summarise additional causal mechanisms for

the field-specific ability beliefs hypothesis, stating that:
The practitioners of disciplines that emphasize raw aptitude may doubt

that women possess this sort of aptitude and may therefore exhibit

biases against them (Valian, 1998). The emphasis on raw aptitude may activate

the negative stereotypes in women’s own minds, making them vulnerable

to stereotype threat (Dar-Nimrod & Heine, 2006). If women internalize the

stereotypes, they may also decide that these fields are not for them (Wigfield

& Eccles, 2000).
It should be noted that recent studies have failed to replicate stereotype threat

effects (Finnigan & Corker, 2016; Flore et al., 2018; Sunny et al., 2017) however

this was only one of the theorized causal relationships between the field-specific

ability beliefs hypothesis and the gender disparities which exists in STEM areas.

Considering the abundance of evidence illustrating either the lower self-concept

reported by women, or the general under valuing of their self-reports (e.g.,

Blatchford, 1997; Langan et al., 2008; Torres-Guijarro & Bengoechea, 2017),

there is still substantial merit in exploring young people’s self-perceptions rela-

tive to field-specific abilities in an attempt to understand gender representation

in higher education. A final causal relationship stems from the empirical work of

Bian et al. (2018). As a result of six studies they suggest that “portraying a

profession as requiring brilliance undermines women’s interest in [them]” (p.

419) positing the underpinning psychological processes to be related to their

finding that “women were less sure of success in brilliance-oriented settings

and believed they were dissimilar to the type of person who commonly works

in these settings” (p. 418).
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Prototypical definitions of intelligence

There are multiple perspectives from which to view implicit theories of intelli-

gence. The work associated with mindsets relates to beliefs about the nature of

intelligence, i.e., if it is fixed or malleable. Relatedly, but theoretically different,

are implicit theories regarding the structure of intelligence, i.e. what it means to

be intelligent. Implicit theories of the structure of intelligence are important as

explicit definitions of intelligence are widely varied, and “verbal definitions of

the intelligence concept have never been adequate or commanded consensus”

(Meehl, 2006, p. 435), and as such beliefs have real life implications, such as

relating to the lower self-estimates made by women than men (P�erez et al., 2010).
Based on the importance of understanding people’s implicit definitions of intel-

ligence, Neisser (1979) describes the utility in considering prototypical defini-

tions of the construct. Based on the work of Rosch with regards to

categorization (Rosch, 1977; Rosch et al., 1976; Rosch & Mervis, 1975),

Neisser (1979, p. 182) describes the prototype of a category or concept as

being “that instance (if there is one) which displays all the typical properties”.

In other words, generating a prototypical definition allows for a description to

be established which puts forward its typical properties as decided upon by a

specific cohort of people. So while a prototypical definition may not be an

objectively valid definition of a construct, it has importance as it reflects the

collective opinion of a specific group of people. A survey methodology to elicit

prototypical definitions of intelligence was pioneered by Sternberg et al. (1981)

whereby experts and laypeople were initially asked to list characteristics of intel-

ligence, academic intelligence, everyday intelligence, and unintelligence.

Following this, different samples from within the same demographic popula-

tions were asked to rate the previously generated list of behaviours on their

importance in defining an ideally intelligent, academically intelligent, and every-

day intelligent person, and on how characteristic each behaviour was of these

people. Both demographics conceived intelligence as a three factor structure,

however the structures were different. Experts held a prototypical definition of

intelligence as including verbal intelligence, problem-solving ability, and practi-

cal intelligence while laypeople defined it as including practical problem-solving

ability, verbal ability, and social competence. Sternberg et al. (1981) noted how

the first two factors in both models reflected the constructs of fluid and crystal-

lised intelligence as described in Cattell and Horn’s Gf–Gc Theory (Cattell,

1941, 1963; Cattell & Horn, 1978; Horn & Cattell, 1966), while the third factors

seemed to describe cohort specific practical intelligences. Where Sternberg et al.

(1981) implemented this methodology outside of any particular context, Buckley

et al. (2019) adopted it with initial technology teacher education students in

relation to their prototypical definition of intelligence in STEM. They also

found intelligence to be prototypically defined as a three factor model inclusive
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of social competence and general competence factors, and a third factor they
termed technological competence which they inferred as a cohort specific factor.

Much work indicates how people of different ages and experiential back-
grounds, both within and between groups, hold varied implicit theories, or pro-
totypical definitions, regarding the structure of intelligence (Fry, 1984; Leahy &
Hunt, 1983; Mason & Rebok, 1984; Mugny & Carugati, 1989; Yussen & Kane,
1983). This is of importance as such definitions govern the way people evaluate
the intelligence of others (Sternberg, 2000) which has direct relevance to how
young people self-evaluate relative to what is considered of importance within a
field, how people stereotype the intelligence (both its nature and structure) of
others, how practitioners within a field discuss the characteristics associated
with success within their field, and how these occurrences interact on an indi-
vidual psychological level and on subsequent decision making. As such, under-
standing the prototypical definition of intelligence as it is associated with
engineering is significant, particularly when integrated within the work associ-
ated with the field-specific abilities beliefs hypothesis. Understanding what char-
acteristics denote field specific brilliance or intelligence within engineering may
aid in providing insight into the gender gap. Should there be a cohort specific
factor as was revealed in previous studies (Buckley et al., 2019; Sternberg et al.,
1981), or multiple cohort specific factors within engineering, it would allow for
the relationship between young girls self-concept and interest in pursuing engi-
neering to be more explicitly explored.

Method

Approach

In order to identify and determine the importance of perceived factors of an
intelligent engineer from the perspective of third level engineering students
across Ireland and Sweden, a survey methodology was employed (Sternberg
et al., 1981). Two surveys were administered consecutively to cohorts of third
level engineering students (Bachelors and Masters level) in Ireland and Sweden.
The first was designed to elicit the characteristics which Irish and Swedish engi-
neering students perceived to describe an intelligent engineer. The second was
designed to capture participants’ rating of importance of each characteristic as
they related to their own conception of an intelligent engineer so as to address
the remaining objectives associated with identified broad factors descriptive of
intelligent engineers and explorations of rated differences between samples.
Reflecting the prior work of (Leslie et al., 2015), engineering was considered
holistically and therefore students from a variety of engineering fields were
invited to participate voluntarily. Considering the variation between Ireland
(14.33%) and Sweden (28.33%) in female representation in higher education
engineering (OECD, 2020), a cultural effect was hypothesised to influence the
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perception of what is characteristic of an innately intelligent engineer. Therefore,
male and female participants were included from Ireland and Sweden to test the
gender� country interaction with regard to this.

In Ireland, the surveys were sent to students in two higher education institu-
tions, one University and one Institute of Technology (IoT), to reflect the two
types of providers of engineering education in the country. In the University
each of the surveys were sent to approximately 600 students and in the IoT they
were both sent to approximately 800 students. In Sweden, the surveys were sent
to a random sample of 2000 students in the country’s largest university level
engineering education provider. Ethical approval was granted for data collec-

tion in Ireland by the Athlone Institute of Technology research ethics committee
and was not required for data collection in Sweden. At the beginning of each
survey, participants were informed about the contents and purpose of the
survey, that responses would be anonymous and that participation was volun-
tary, and that by completing the survey they were consenting for their responses
to be analysed in alignment with the aims of the research.

Survey 1

Participants. Overall, 336 students responded to the first survey. A total of 174
students from the Swedish University responded (Mage¼ 20.810, SDage¼ 2.225),
of which 122 were male, 50 were female, and 2 chose not to disclose their gender.

A total of 162 students from the two Irish institutions responded to the survey
(Mage¼ 23.747, SDage¼ 7.433), 85 from the University and 77 from the IoT,
which were considered as a single cohort. Of these students, 121 were male, 40
were female, and 1 chose not to disclose their gender. Demographic information
regarding the participants who responded to the survey are presented in Table 1.

Instrument and procedure. Following information regarding informed consent and
the purpose of the study, participants were asked for demographic information
associated with their current studies (engineering field, degree level, and year of
study), their age and their identifying gender. They were then asked to list
behaviours characteristic of intelligence in engineering. In this instance, the
exact wording was “Please list all of the characteristics or qualities of a
person you would describe as intelligent in the context of engineering”. The

surveys were administered electronically to students individually via their insti-
tutional email accounts on the 14th of February 2019. The Irish participants
received and responded to the surveys in English while the Swedish students
received and responded to the surveys in Swedish.

Data analysis. All data analysis was conducted in English, with all translations
being done by a native Swede who was fluent in both English and Swedish to

ensure for accuracy in translations with regard to the intended meaning on
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surveys and responses. The first stage of the analysis involved coding each of the
characteristics offered by participants. The list generated from the Swedish
sample was initially coded with an inductive approach and subsequently the
generated codes were used to deductively code the list generated by the Irish
sample. A list of 683 characteristics (M¼ 3.96, SD¼ 3.13) was generated from
the Swedish participants. A total of 436 remained once literal duplicates were
removed. The characteristics were primarily coded by two members of the
research team. Initially one researcher coded all of the data by manually collat-
ing each of the 436 characteristics into groups based on the similarity of their
wording, which resulted in a total of 80 unique codes being created. For exam-
ple, the statements “good ability to think abstract” and “able to abstract prob-
lems so that they become more gripable” were coded as ‘abstraction’, while the
statements “creative thinking” and “easy to get many quick ideas others would
call creative” were coded as ‘creativity’. A second researcher then reviewed each
of the codes and commented on their uniqueness within the list. At this stage,
the second researcher identified eight of the codes, i.e., four pairs, as synonyms.
These were reviewed collectively by both researchers and four codes were revised
to clarify their distinctions. For the second stage, the first researcher reviewed
each of the characteristics they had coded again based on the revisions to the
codes while the second researcher independently coded each of the 436 charac-
teristics using the established coding scheme. When compared, there were 17
discrepancies indicating a 96.10% level of agreement between the researchers
when applying the codes. Finally, a third member of the research team coded
each of the 17 discrepancies to aid in assigning their final codes.

A similar process was conducted with the data from the Irish sample. A list of
619 characteristics (M¼ 3.80, SD¼ 1.91) were generated, with 340 remaining
once literal duplicates were removed. Both the first and second researcher inde-
pendently applied the coding scheme generated from the Swedish data to the list
of 340 characteristics. When compared there were six discrepancies, indicating a
98.24% level of agreement. Both researchers agreed that there were 15 charac-
teristics for which existing codes did not suffice. They collectively created 9 new
codes, which the third researcher reviewed and confirmed. Therefore, a total of
89 unique codes, representing 89 unique perceived characteristics of an intelli-
gent engineer, were generated from the survey results. A list of all codes can be
found in Figure 1, and a full codebook with example statements for each code
can be found in Table S1 (Supplementary Material 1).

Results. The frequencies of each codes were considered relative to the complete
lists of 683 characteristics from the Swedish sample and 619 from the Irish
sample. In order to compare the frequencies of codes from across both samples’
the frequencies were converted to z-scores. As both lists were independent of
each other and had different means and standard deviations as presented in the
previous section, these were transformed to have identical means (x�¼ 0) and

Buckley et al. 13



standard deviations (r¼ 15). Figure 1 illustrates the frequencies of codes that

were common and unique to each sample in terms of z-scores.

Discussion. Considering Neisser’s (1979) description of the prototype of a cate-

gory or concept as being that which displays all the typical properties, code

frequency can be interpreted as an indication of the prototypical definitions

Figure 1. Frequencies of codes based on the responses to survey 1. Codes which appeared
in the responses from students from both countries (left) are organised based on z-score
differences. Codes which appeared only in responses from one of the countries (right) are
organised based on z-score values. Vertical axes represent codes. Horizontal axes are pre-
sented at different scales.

14 Psychological Reports 0(0)



of intelligent engineers held by the participants. Codes with high frequencies

reflect characteristics cited more typically than those with lower frequencies.

With being a good communicator, having a good work ethic and being compe-

tent in mathematics identified more frequently by the Irish participants and with

being visionary, solution orientated and having general knowledge identified

more frequently by the Swedish participants, these are indicative of differences

in the typical properties perceived to reflect intelligent engineers between each

sample. The existence of codes unique to each country, albeit in relatively low

frequencies (z< -1), further suggests merit in exploring perceptions of intelli-

gence at a country level. Also of interest are the select codes that appear in high

frequencies across both samples. Problem solving and creativity were, relatively

speaking, identified very frequently (z> 3) in both the Irish and Swedish samples

as being characteristic an intelligent engineer, suggesting that these in particular

were central to the participants’ prototypical definitions and are perhaps gen-

eralisable to other populations.
While being able to compare relative frequencies is an advantage of this

survey with respect to identifying typical characteristics, there is an inherent

limitation in that frequencies seldom provide a direct indication of which char-

acteristics are perceived as more important to the participants’ conception of an

intelligent engineer. Furthermore, it is possible that for individual participants

there were characteristics of intelligent engineers which they did not immediately

associate at the time they were responding to the survey. In response to these

limitations, to permit the identification of broad factors descriptive of intelligent

engineers, and to enable explorations into differences in their perceived impor-

tance between samples, a second survey was administered requiring participants

to rate the importance of each code with respect to their conception of an

intelligent engineer.

Survey 2

Participants. Overall, 362 students responded to the second survey. A total of 190

students from the Swedish university responded (Mage¼ 20.889, SDage¼ 2.308),

of which 126 were male, 63 were female, and 1 chose not to disclose their gender.

A total of 172 students from the two Irish institutions responded to the survey

(Mage¼ 22.535, SDage¼ 7.006), 102 from the University and 70 from the IoT,

again considered as a single cohort. Of these students, 141 were male, 28 were

female, and 3 chose not to disclose their gender. Demographic information

regarding the participants who responded to the survey are presented in Table 2.
Notably, variances in gender representation across the fields of study of

respondents and in the sample sizes between fields presented a limitation in

terms of comparing the data between countries. Some engineering fields are

also more heavily represented in the data, and an interaction with engineering

Buckley et al. 15
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field cannot be ruled out but was not examined due to a lack of adequate

representation in a number of fields.

Instrument and procedure. For the second survey, participants were provided with

the same informed consent information and asked the same demographic ques-

tions, however the second part of the survey contained a list of each unique

characteristic (n¼ 89) mentioned in the responses to the first survey (see

Figure 1 and Table S1), with participants being asked to rank each one on a

5-point Likert scale with the ratings “1 - Not important at all”, “2 –

Unimportant”, “3 - Neither important nor unimportant”, “4 – Important”,

and “5 - Very important” (Cohen et al., 2007). In this instance, the exact word-

ing used was “please rate how important each of these characteristics are in

defining ‘your’ conception/understanding of an intelligent engineer”. The sur-

veys were administered electronically to students individually via their institu-

tional email accounts on the 24th of April 2019. The Irish participants received

and responded to the surveys in English while the Swedish students received and

responded to the surveys in Swedish.

Data analysis. All data analysis was conducted in English, with all translations

being done by a native Swede who was fluent in both English and Swedish to

ensure for accuracy in translations with regard to the intended meaning on

surveys and responses. The first stage of the analysis involved the conduction

of an EFA with all responses to the second survey to identify broad factors

perceived to reflect an intelligent engineer based on both samples. These factors

were then examined to determine which were rated most important to the par-

ticipants’ conceptions of an intelligent engineer. This was examined with respect

to all participants as a single cohort, and a gender� country interaction was

then subsequently tested. Due to violations in assumptions of normality, non-

parametric tests were used. Following this, as there were characteristics identi-

fied uniquely in by participants from each country, EFA solutions were explored

individually for the Irish and Swedish samples to see if they aligned with the

consolidated EFA solution.

Results. To determine the factorability of the dataset for an EFA, the correlation

matrix, anti-image correlation matrix, Kaiser-Meyer-Olkin (KMO) measure of

sampling adequacy, and Bartlett’s test of sphericity statistic were examined

(Tabachnick & Fidell, 2007). Of the 3916 correlations in the correlation

matrix, 439 were greater than or equal to .3. An examination of the anti-

image correlation matrix revealed that all anti-image correlations were above

.5, and the off-diagonal elements were mostly small (Figure 2). The KMO mea-

sure of sampling adequacy was .852, above the recommended value of .6

(Kaiser, 1974), and Bartlett’s test of sphericity was significant (v2 (3916)¼

Buckley et al. 17



12668.621, p< .001). Therefore, there was a reasonable level of factorability
within the data.

A number of suggested criteria exist to determine the numbers of factors to
extract in an EFA analysis including basing the decision on factors with eigen-
values great than one (Kaiser, 1960), examining a scree plot (Cattell, 1966), and
conducting a parallel analysis (Horn, 1965). The results of each of these
approaches are presented in Figure 3. A total of 24 factors had eigenvalues
greater than 1, the scree plot suggests potential five or seven factor solutions,
and the parallel analysis suggests a seven factor solution. As Horn’s parallel
analysis has been identified as one of the most accurate a priori empirical criteria
with scree sometimes a useful addition (Velicer et al., 2000), it was decided to
extract seven factors during the EFA analysis.

The results of the seven factor solution are presented in Table 3.
Characteristics with high salient pattern coefficients (pattern coefficients greater
than .4 and less than -.4) are presented in bold text, and were the only character-
istics used in the theoretical interpretation of factor meanings. For example,
factor 1 (F1) was interpreted based on the 17 characteristics with high pattern
coefficients associated with it listed in Table 3.

The first factor (F1) is most strongly loaded on by the characteristics of being
creatively brave, intuitive, and quick thinking, as well as having good craft skill
and being able to think abstractly. These appear to represent practical problem
solving, i.e. being able to intuitively or quickly think of a solution which may be
novel and being able to implement it. Many of the other items which load on
this factor (having leadership and decision making skills, being resourceful, able
to multitask, practically orientated, and having foresight) appear to reflect a
leadership factor. Given the existence of much research linking gender and lead-
ership, the exploration of a female leadership self-concept relative to the engage-
ment of women with engineering has much merit. This is particularly important
due to leadership traits being generally stereotyped as masculine, and the
devaluing of women in leadership positions (Eagly, 2007; Eagly et al., 1992;
Koenig et al., 2011).

Figure 2. Anti-image correlations and off-diagonal elements. Boxplots represent quartiles.
Means� 1 standard deviation are displayed within data points.

18 Psychological Reports 0(0)



The second factor (F2) is most strongly loaded on by the characteristics of

being ethical, empathetic, honest, humble, supportive, and nice. Considering the

other items which load of it, it appears to represent a factor describing

conscientiousness.
The third factor (F3) is described by the characteristics of being ambitious,

having a good work ethic, and being positive, motivated, and determined. It

therefore appears to represent a factor describing drive.
The fourth factor (F4) is described by the characteristics of being competent

in physics, mathematics, science, mechanics, and technology, as well as being

educated. It therefore appears to represent a factor describing discipline

knowledge.
The fifth factor (F5) is most strongly loaded on by the characteristics of being

reflective and being able to understand complex information, and is also loaded

on by the characteristics of being solution orientated, reasonable, methodical,

having field specific knowledge, and being able to think critically and problem

solve. It appears to represent a factor describing a way of thinking and a capac-

ity to do so at great depth and/or about complex information. It will therefore

be termed as ‘reasoning’.
The sixth factor (F6) is most strongly loaded on by the characteristics of

being lazy, lacking social skills, being stressed, easily board, disorganized,

strange, and pessimistic. There is a negative connotation associated with these

characteristics relevant to most others, and it therefore appears to represent a

factor describing negative attributes. However, this inference of a negative con-

notation is being subjectively applied, and subsequent analysis based on the

Likert scale responses of the importance of the items loading on this factor

may suggest otherwise.

Figure 3. Factor eigenvalues and parallel analysis to determine number of EFA factors to
extract.
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The seventh factor (F7) is only loaded on by two characteristics, having a
variety of areas of interest and being curious. With such little information it is
difficult to infer a general factor with confidence, however it appears to repre-
sent a factor describing inquisitiveness. An important note of caution is that the
factor has low reliability (a¼ .31) and the included characteristics correlate
weakly (r¼ .193, p< .001). It’s inclusion in the EFA solution is based on the
result of the parallel analysis suggesting a seven factor solution, so further
inferences pertaining to the factor are limited.

Subsequent to the EFA, the perceived importance of each factor was exam-
ined in terms of prototypically defining an intelligent engineer. In treating the
seven factors, which represent factors of perceived importance for an intelligent
engineer, as dependant variables for examining differences in rated importance,
only the characteristics with high salient loadings (pattern coefficients greater
than .4 and less than -.4) on each factor were considered. Hence, Factors 1 to 7
(practical problem solving, conscientiousness, drive, discipline knowledge, rea-
soning, negative attributes, and inquisitiveness) as presented in Figure 4 were
derived from averaging participants’ scores on the characteristics that strongly
loaded in each factor in the EFA result presented in Table 3. For example,
Factor 2 (termed conscientiousness) is a thematic code derived from averaging
participants’ scores on the 11 characteristics of an intelligent engineer that heavi-
ly loaded on the second EFA factor (ethical, empathetic, honest, humble, sup-
portive, nice etc.; see Table 3 for the list). Items with a negative pattern
coefficient, i.e., “stubborn” which loaded on factor 1, were reverse scored.

Prior to testing differences in reported importance between factors, several
assumptions were tested. First, the data was screened for univariate outliers.
These were identified as values below Q1 – (3� IQR) or above Q3þ (3� IQR)
within each factor, where Q1 and Q3 represent the first and third quartiles
respectively and IQR is the inter-quartile range (Q3 – Q1). Under these criteria
there was one univariate outlier in Factor 2 ‘Conscientiousness’ with a score of
1.12 which was transformed to 1.17, the lower limit for univariate outliers in
Factor 2, and there was one univariate outlier in Factor 7 ‘Inquisitiveness’ with
a score of 1.92 which was transformed to 2, the lower limit for univariate out-
liers in Factor 7. Next, the assumption of homogeneity of variances was exam-
ined with a Levene test. The result was statistically significant, F(6)¼ 16.64,
p< .001, indicating that the assumption was violated. Finally, a Shapiro-Wilk
test was used to test the assumption of normality of residuals. The result was
statistically significant, W¼ .99, p< .001, indicating the assumption was violat-
ed. As the data violated the assumptions of normality and equality of variances,
the non-parametric Kruskal-Wallis test was used to compare rating of impor-
tance between each factor. The result was statistically significant, v2(6)¼
977.009, p< .001, and therefore post hoc testing was conducted with Dunn’s
tests to compare mean rank sums. The Holm-Bonferroni method was used to
control family-wise error rates. The results (Figure 4) indicate all factors but
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Factor 6 ‘Negative attributes’ were viewed as important to the participants
conceptions of an intelligent engineer, with Factor 5 ‘Reasoning’ and Factor 3
‘Drive’ being rated as most important. Statistically significant pairwise differ-
ences were observed between all factors except for between factors 2 and 4,
factors 2 and 7, and factors 4 and 7.

The next stage of the analysis involved examining the potential gender-
� country interaction in the rated importance of each of the seven factors.
First, participants who chose not to disclose their gender (n¼ 4) were removed
from the dataset. To determine the appropriate statistical test, a number of

Figure 4. Perceived importance of each of the factors revealed by the EFA. Based on their
interpretations, F1¼ practical problem solving, F2¼ conscientiousness, F3¼ drive,
F4¼ discipline knowledge, F5¼ reasoning, F6¼ negative attributes, and F7¼ inquisitiveness.
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assumptions were tested. Initially outliers were screened as previously indicat-
ed1. The assumption of univariate normality was checked for each of the four
groups, i.e., Irish males, Irish females, Swedish males, and Swedish females,
across each of the seven factors with Shapiro-Wilk tests. The assumption of
normality was violated in 14 of the 28 instances (for test statistics see Table
S2 in Supplementary Material 2). Next, a Shapiro-Wilk test for multivariate
normality was conducted. The result was statistically significant, W¼ .976,
p< .05, indicating that the assumption of multivariate normality was violated.

As a result of violations to both univariate and multivariate normality, a non-
parametric test of one-way multivariate data was performed using the npmv R
package (Ellis et al., 2017). The package compares the multivariate distributions
of the different samples by using F-approximations for ANOVA Type, Wilk’s
Lambda Type, Lawley Hotelling Type, and Bartlett Nanda Pillai Type test
statics, and conducts a permutation test for each. Using 1000 permutations,
considering each of the seven factors as dependent variables and a gender-
� country interaction as the independent variable, a statistically significant
result was observed, Fapprox.(11.31, 829.25)¼ 10.566, p< .001, Wilk’s
K¼ 18.505 in the non-parametric multivariate test. Based on this result,
follow up non-parametric Kruskal-Wallis tests were conducted to test a gender-
� country interactions for each of the seven factors. Statistically significant
gender� country interactions were observed for Factor 1 ‘Practical problem
solving’, Factor 2 ‘Conscientiousness’, Factor 3 ‘Drive’, Factor 4 ‘Discipline
knowledge’, and Factor 6 ‘Negative attributes’. The results of these, with
post-hoc Dunn’s tests (Holm-Bonferroni correction) to compare differences
across each group are presented in Figure 5. As a significant gender� country
interaction effect was not found for Factor 5 ‘Reasoning’ and Factor 7
‘Inquisitiveness’, main effects of gender and country were examined for these
factors. A main effect of the participants’ country was found for Factor 5
‘Reasoning’, v2(1)¼ 5.018, p¼ 0.025 with the Swedish participants rating it
higher (Median [MED]¼ 4.38, Median absolute deviation [MAD]¼ .37) than
the Irish participants (MED¼ 4.19, MAD¼ .28). No significant effects were
found for Factor 7 ‘Inquisitiveness’ which may be a result of poor suitability
as an extracted factor.

As there were characteristics of intelligent engineers reported in Survey 1
which were unique to each country, it was of interest to check whether the 7
factor structure used in the prior analysis would hold if the Irish and Swedish
sample were analysed separately. Full details of these analyses can be found in
Supplementary Material 3.

The five factors of practical problem solving, conscientiousness, drive, disci-
pline knowledge and negative attributes demonstrated degrees of consistency
across each of the three EFA solutions. Considering the low importance ratings
for Factor 6 ‘Negative attributes’ (Figure 4), it appears most accurate to infer
that the prototypical definition of an intelligent engineer for the participants in
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this study is best described by the four factors of practical problem solving,

conscientiousness, drive and discipline knowledge. The post-hoc pairwise com-

parisons for these factors (Figure 5) can be used to determine which factors are

more central for group level definitions, however based on Neisser’s (1979)

description of the prototype of a concept, it is the identification of the typical

factors which is of most importance.

Figure 5. Pairwise comparisons of rated importance of EFA factors by participant country
and gender.
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Discussion. Of the five factors which were apparent across each EFA structure
(practical problem solving, conscientiousness, drive, discipline knowledge and
negative attributes) statistically significant differences between Irish and
Swedish females were found only for practical problem solving, discipline
knowledge, and negative attributes. The biggest difference was observed in the
ratings of importance for the practical problem solving factor, which was rated
as more important by Irish females in comparison to Swedish females. Irish
females also rated disciplinary knowledge as more important to their conception
of an intelligent engineer than Swedish females but the difference in magnitude
was smaller. It is possible that perceived relevance of practical problem solving
and discipline knowledge act as barriers to Irish female engagement with engi-
neering which is discussed further in the next section on cultural differences
between Ireland and Sweden. There was also a statistically significant difference
in the rated importance of the negative attributes factor, with Swedish females
rating it as being less important to their conceptions of an intelligent engineer
than Irish females. However, as neither group rated this factor as being impor-
tant to their conceptions of intelligent engineers in general, it is unlikely that this
factor has much practical significance.

The factors relating to consciousness and drive are also of particular rele-
vance even though there were not rated significantly differently by Irish and
Swedish females. The consciousness factor could be interpreted as general and it
aligns with the social competence factors found by Buckley et al. (2019) and
Sternberg et al. (1981). Based on this, while perceived by the participants to be
relevant to intelligence in engineering, it is likely to be relevant to peoples’
conceptions of intelligence in general. The factor associated with drive is of
particular interest in light of the field-specific ability beliefs hypothesis. Under
the hypothesis, due to their being a large difference in female representation in
higher education engineering education between Ireland and Sweden, it would
be logical to hypothesise that Swedish females would associate engineering with
drive (as a proxy for effort) to a greater degree than Irish females. However, no
such statistical difference was observed. In fact, Irish females rated drive as
being more important to their understanding of an intelligent engineer and
the only significant differences associated with this factor were that Swedish
males rated drive significantly less important than the other three groups.

General discussion

Cultural differences between Ireland and Sweden

Sweden is one of the worlds’ most egalitarian countries (Send�en et al., 2019) and
is often seen to be a secularized society in comparison to other Western
European countries. Ireland, in contrast, is viewed as less secularized, where
Catholic traditions have been noted as one of the reasons why gender orders
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are still stronger and more hierarchical in comparison to the Swedish context
(Inglehart & Welzel, 2005; O’Connor & Goransson, 2015). Sweden has also long
had a political agenda to achieve a gender neutral labour market. This has been
successful in the sense that relatively more women are active in the labour
market in Sweden compared to Ireland, but less successful in that a predomi-
nance of women still work in female-dominated occupations and men in male-
dominated occupations. The more egalitarian culture of Sweden could be relat-
ed to why there is a higher rate of female representation in traditionally male
dominated fields in general, but when considering third level engineering specif-
ically, differences in the compulsory school structure of both countries likely
have significant influence.

In order to increase overall interest in technology, Sweden introduced
Technology as a compulsory school subject from pre-school to year 9 (pupil
age � 15) in 2010 (Skolverket, 2018). The intention was, among other things,
that young people should be able to develop their relationship to the subject of
Technology in a gender neutral way before making future career choices. There
have been challenges in this agenda already at pre-school level. Hallstr€om et al.
(2015) for example found that Swedish girls and boys approach the Technology
subject differently at pre-school which results in the confirmation rather than
dissolution of gender boundaries, and Sandstr€om et al. (2013) identified pre-
school teachers as having different levels of understanding of gender related
issues. In Ireland, technology education has a different structure. Technology
does not feature as a unique subject area until secondary education, which
pupils typically begin around the age of 12, and it is an optional area of
study. Specifically, technology education in Ireland consists of four discrete
school subjects at lower-secondary education (Wood Technology, Applied
Technology, Engineering, and Graphics) and as four discrete subjects at
upper-secondary level (Construction Studies, Technology, Engineering, and
Design and Communication Graphics). Unlike in Sweden where Technology
is a compulsory school subject, in Ireland females generally have less than
20% representation across the suite of optional technology subjects (Irish
State Examinations Commission, 2019). A likely reason for the significant
gender representation gap in technology education in Ireland is due to the
subjects evolving from traditional technical education, which was either not
accessible to young females or saw them having to study different topics to
males within the same subject. The reason for highlighting differences in
school systems as a potential reason for the results of this study goes beyond
the more gender-balanced engagement with technology education in Sweden. In
Ireland, as there is a school subject explicitly called ‘Engineering’ at secondary
level, young people’s understanding of engineering as a discipline prior to third
level is likely influenced by their knowledge of this. The subject has a substantial
metal craft element (akin to practical problem solving), and a discrete body of
disciplinary knowledge associated with performance as laid out by the relevant
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national curriculum. It is posited that these features are central to the group
differences observed in rated importance between these factors (Figure 5). While
the participants of this study, as third level students, would now have a greater
understanding of engineering based on their third level education, the sample
was heavily represented by students in their 1st year of their courses so their
conceptions were likely still influenced by their secondary level experience.

The prototypical definition of an intelligent engineer

Beyond cultural explanations for the results, this work needs to be considered
both in terms of the prototypical definition of an engineer, and in relation to the
field-specific beliefs hypothesis with resulting implications for the gender dispar-
ity in engineering education. Unlike the previous studies by Sternberg et al.
(1981) and Buckley et al. (2019), the results of this study indicated that the
prototypical definition of an intelligent engineer held by Irish and Swedish engi-
neering students reflects a five factor model with these factors appearing to
represent practical problem solving, conscientiousness, drive, discipline knowl-
edge, and negative attributes. However, two considerations must be taken into
account when interpreting these factors. The factor termed ‘Negative attributes’
was qualitatively different than any other factor as each item with a positive
salient loading on it had a negative connotation and relative to the other factors,
it was not rated as being important to the participants conceptions of an intel-
ligent engineer (see Figures 4 and 5). Therefore, it may be reasonable to interpret
this factor as being perceived to be descriptive of people who are prototypically
intelligent engineers, however it does not describe characteristics which are
linked to what is perceived to make these people intelligent. Additionally, the
first factor, termed ‘practical problem solving’ was a complex factor which
seemed to have an additional leadership dimension. While this didn’t emerge
as a standalone factor in any of the EFA’s, it is worth considering it in future
confirmatory work in light of the research on gender and leadership.

Previous work studying prototypical definitions has revealed factors which
were interpreted as cohort specific factors (Buckley et al., 2019; Sternberg et al.,
1981). Identifying skills necessary for engineers is the focus of a substantial body
of research (see Carthy et al., 2018, for a review) and identifying such cohort
specific factors is related to this. Based on the four factors from this study
interpretable as being associated with intelligence in engineering, i.e. not includ-
ing the ‘Negative attributes’ factor due to low importance rating or the factors
associated with reasoning or inquisitiveness as they weren’t apparent when the
Irish and Swedish data were analysed independently, the ‘Conscientiousness’
factor could be interpreted as general, as could the ‘Drive’ factor which it has
particular importance relative to the field-specific ability beliefs hypothesis. The
‘Practical problem solving’ factor could be interpreted as an engineering specific
factor if the context of engineering is applied, and the ‘Discipline knowledge’
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factor can also be interpreted as being engineering specific. Based on this, it
appears that what the participants of this study consider to be the unique
characteristics of an intelligent engineer, beyond their general intelligence and
personality traits which could be generalised to denote intelligence in multiple
contexts, is the knowledge an engineer embodies and their capacity to enact it in
solving practical problems. This result, in conjunction with the previous studies
examining prototypical intelligence (Buckley et al., 2019; Sternberg et al., 1981),
further suggests merit in the use of this methodology for eliciting perceived
factors describing cohort specific intelligence. Additionally, it adds a more
nuanced perspective of what is meant, at least from the context of Irish and
Swedish university students, by innate intelligence with respect to engineering
and therefore has significant implications for future work exploring gender rep-
resentation in engineering based with respect to the field-specific ability beliefs
hypothesis.

Field-specific ability beliefs in higher education engineering

Work associated with the field-specific ability beliefs hypothesis to date has
explored conceptions of brilliance in disciplines holistically, such that denota-
tions of exceptional ability included broad terms such as “brilliant” and “smart”
(Bian et al., 2017; Leslie et al., 2015; Meyer et al., 2015). However, research
associated with self-concepts suggests that while such broad self-ratings are
important, it is also important to consider self-concepts of more specific attrib-
utes such as competency with mathematics (Sax et al., 2015). The results of this
study provide a selection of characteristics associated with perceptions on an
intelligent engineer to further this agenda. Future work should consider the self-
concepts of young people in relation to the items with salient loadings on the
cohort specific factors such as the knowledge domains of perceived importance
both with and other than mathematics i.e., physics, science, mechanics, and
technology, and the items associated with practical problem solving such as
being creatively brave and having good craft skill. This would allow for inves-
tigation into how the self-concepts of young people effect their interest and
engagement with higher education engineering, when the aspects of their self-
concept they are reflecting on are perceived to be associated with either engi-
neering specifically or are perceived to relate to a general understanding of
intelligence.

Additionally, work to date on the field-specific ability beliefs hypothesis has
been conducted exclusively in the USA (Bian et al., 2017; Leslie et al., 2015;
Meyer et al., 2015). The results of this study indicate that the magnitude of
factors perceived to describe intelligence, at least from the perspective of uni-
versity engineering students in Ireland and Sweden, is influenced by cultural
context and gender. This suggests that although the results associated with
the field-specific ability beliefs hypothesis are robust (e.g., Cimpian & Leslie,
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2015) they may not be generalisable beyond the USA, at least at the same

magnitude. For example, the interest women and girls have in Sweden or

other countries for engaging in engineering may or may not be influenced by

practitioner’s field-specific beliefs to the same degree as those in the USA, and

this may be due to variations in the prototypical definition of an intelligent

engineer. So it is therefore important for future work associated with the

field-specific ability beliefs hypothesis to consider the cultural context of partic-

ipants, their gender, and their prototypical definitions of intelligence or bril-

liance, so as to determine how these may mediate people’s interests and

associated gender disparities within certain fields.

Conclusion and limitations

This paper offers a range of empirical insights associated with advancing engi-

neering education, particularly in relation to field-specific ability beliefs with

implications for research associated with engineering gender stereotypes.

Perhaps of greatest importance is the evidence illustrating the need to consider

the variance in prototypical definitions of intelligence across cohorts and cul-

tures when considering self-concept and its association with field interest and

engagement. In this study, culture was defined in terms of the country the

participants were studying in and there is significant evidence which illustrates

nation-level differences on factors associated with variables which influence

engineering interest, engagement, and performance (Charles et al., 2014;

Hamamura, 2012; Mann & DiPrete, 2016; Nosek et al., 2009; Reilly, 2012;

Stoet et al., 2016). In line with this evidence and as hypothesised, this study

illustrated a gender� country interaction with respect to the magnitude of

importance given to specific factors perceived to denote intelligence in engineer-

ing. Considering evidence illustrating a difference in female students self-

concepts (e.g., Blatchford, 1997; Langan et al., 2008; Torres-Guijarro &

Bengoechea, 2017) and self-determined performance standards (Mann &

DiPrete, 2016) with respect to male students, within the theoretical framework

of the field-specific ability beliefs hypothesis, future work should consider poten-

tial variances between males and females with regards to their self-concepts and

self-determined performance standards relative to the factors observed in this

study. Additionally, future work should also explore potential manifestations of

cultural differences between countries and how they relate to engagement in

engineering. Finally, this study explored the perceptions of students within engi-

neering education. As the overall aim is to make engineering more inclusive,

there is a need for future work to consider the perceptions of underrepresented

groups who select not to enter engineering. Such future work, if conducted

within Ireland and Sweden, could use the dataset described within this paper

as a comparative basis.
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There are limitations with this study which should be acknowledged. The

participants were university students predominantly pursuing bachelors and

masters level degrees and therefore had a different level of experience to the

graduate students and faculty who were the subject of previous work associated

with the field-specific ability beliefs hypothesis. The samples are also not repre-

sentative of all engineering fields and small sample sizes across fields prevented

explorations of a possible interactions with the engineering fields. While it was

intended to collect data from students across a broad array of engineering fields,

the resulting samples have differences in representation across fields limiting

comparability between the two countries. The same applies to gender represen-

tation. While it was anticipated that there would be fewer female participants in

the Irish sample as a result of their being proportionately fewer female engi-

neering students in the country, this discrepancy in gender representation also

limits comparability of results across countries. The participants may also have

been influenced by dominant philosophies within their institutions. However as

there are large numbers of engineering faculty members in the involved institu-

tions who will have impacted the student experience, without further empirical

work it is not possible to verify if there was such an influence and to what extent

it may have impacted the results. Finally, the factor interpreted as practical

problem solving contained items which do not all qualitatively appear to align

with a single factor. Many items related to leadership and in light of the research

associating gender stereotypes and leadership (Eagly, 2007; Eagly et al., 1992;

Koenig et al., 2011) so it would be useful for future confirmatory work to revisit

this. While future work should acknowledge these limitations, the results pro-

vide new evidence to support investigations into the implicit and explicit barriers

to women entering engineering based around gender and field biases and

stereotypes.
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Note

1. One univariate outlier in Factor 2 ‘Conscientiousness’ with a score of 1.12 was trans-
formed to 1.17, the lower limit for univariate outliers in Factor 2, and one univariate
outlier in Factor 7 ‘Inquisitiveness’ with a score of 1.92 was transformed to 2, the
lower limit for univariate outliers in Factor 7. There were an additional three multi-
variate outliers in the data, as assessed by Mahalanobis distance (p> 0.001). These
were removed from the dataset.
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