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ABSTRACT Virtual reality (VR) has recently emerged as a platform that can be employed in the context
of e-health applications. Even though the majority of VR-based applications focus on visual stimuli as the
main content, audio also plays a very important role. If someone has an issue with auditory processing,
the comprehension of auditory information is compromised. This condition reflects negatively on one’s
quality of life, given the impact of audio perception on one’s ability to communicate effectively or to
differentiate and ignore ‘‘noise’’. This work aims to design a VR application that can be used to: (a) optimize
multimodal VR experiences based on user trials (b) extract user data continuously throughout the experiment
(c) evaluate a user’s auditory processing ability. To accomplish this goal, participants are required to localise
a sound source in space in the presence of multiple listening conditions with simple and complex sound
stimuli configurations. Data collected from users consists of physiological and objective metrics. The
results of this study highlight the relationship between user behaviour (head movement, fixation points)
and performance in the sound localisation task. This information can be used to design future applications
with the purpose of training one’s auditory localisation ability. In addition, the evaluation compared the
impact of using two interaction methods to perform this task: using a pointer or eye gaze to indicate the
location of the target source. The findings from this study show statistically significant differences in terms
of physiological response when subjects are exposed to different interactionmethods, with greater immersion
and performance for the pointer group.

INDEX TERMS Quality of experience, spatial audio, virtual reality.

I. INTRODUCTION
Virtual reality (VR) is a tool to present computer-generated
content to its users. It aims to be interactive, providing a
sense of being immersed in a virtual environment [1]. Recent
advances in immersive media experience [2] technologies
have reduced costs in terms of hardware and software [3].
Consequently, the use of VR applications has increased over
the last few years.

VR experiences are multimodal by their nature, and are
dependent on a virtual environment, which contains all of
the content and objects to be displayed. The perception of
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these environments objects is given via multiple sensory
pathways (e. g. visual, auditory, sensory), as they share the
same properties as real objects such as shape, colour, texture
and temperature [4].

Another factor to be noted is the interaction by a user with
the environment and the objects therein. Such interactions are
usually manipulated via controllers and interfaces. Therefore,
the evaluation of the available interaction methods becomes
important when immersed in a VR environment, enhancing
the sense of presence [5], [6].

Although VR applications are often associated with the
entertainment industry, there are a number of examples of
applications of VR systems in education, manufacturing
and health domains. For instance, VR-based education is a
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popular use case for VR applications [7]. In these scenar-
ios, physiological responses can be measured to infer emo-
tional response related to cognitive load and moments of
insight [8], [9]. Examples of where these e-health applica-
tions are used include the diagnosis, assessment, or treatment
ofmultiple disorders (panic, generalised anxiety, autism spec-
trum) [10], [11]. The increased interest in VR for the devel-
opment of e-health applications is related to its flexibility
and adaptability in generating a virtual world [12]. Using VR
technology, it is possible to simulate many different scenarios
in a safe and repeatable manner that includes interaction and
high quality audio-visual content.

When implementing these VR experiences, spatialised
audio plays a significant role [13]. However, people with
central auditory processing disorders (CAPDs) are unable to
process sounds properly [14]. This condition affects sound
perception, impacting negatively on one’s quality of life.
Many daily functions require the ability to process complex
audio stimuli. The most relevant function is related to oral
communication, a scenario when one must focus one’s atten-
tion on a person and filter the received speech, ignoring any
other noise or distractors. Also, spatialised audio signals pro-
vide auditory feedback, which is fundamental for interacting
with the surrounding environment.

As mentioned, VR is a powerful tool when it comes to
simulate immersive audio-visual in the context of e-health
applications. However, the evaluation of these technologies
is crucial to increase the quality of experience (QoE) of
the user [15]. QoE is related to the level of user satisfac-
tion with an application or service [16]. Furthermore, it can
be expressed with explicit and implicit metrics. Implicit
objective metrics include collecting physiological data (i.e.
heart rate, electrodermal activity, temperature) whilst explicit
subjective metrics are usually obtained via questionnaire
responses [17]. For this reason, the QoE framework can be
applied to understand how users interact with the environment
and learn how to perform the required task, optimizing the
assessment protocol.

Although VR shows great promise in terms of presentation
of the stimuli and enabling user interaction with the system,
the majority of the applications designed to assess spatial
auditory abilities are based only on performance metrics.
This approach leaves a considerable gap in terms of amount
of data that can be collected from users when performing
this task. Therefore, this paper presents a VR application
designed to assess the spatial auditory abilities of a listener.
The experimental design is inspired by the LISN test [18]
and contains 3 different listening conditions. Each condition
presents a different challenge for the listener in terms of the
complexity of the audio stimuli. The novelty of the work pre-
sented is an extensive analysis of the collected data from the
listener. Data includes psychophysiological responses which
can be used to analyse other relevant metrics to the experi-
ence besides performance, such as cognitive load and user
behaviour. To achieve this goal, theQoE framework is applied
to continuously assess user state throughout the experiment.

Furthermore, this work compares and evaluates two different
interaction methods used by a listener to correctly locate the
sound source. The first method is based on using a pointer
and the second one is based on eye gaze. This analysis gives
an insight into which method can improve user performance
and provide a more natural interaction in a VR environment.

II. AUDITORY LOCALISATION ABILITY
Our ability to perceive sounds in space is fundamental when
interacting with objects and other people, both in the real or
virtual world [19]. When listening to any sound, the human
brain tries to answer two questions:

• Identification:What is this sound?
• Localisation:Where is this sound located?

Even though this may appear as a simple task, it requires
high-level processing by the human brain [20]. Since it is an
ability vital for survival, the human species has developed
dedicated neural circuits to identify and localise sounds as
fast and accurate as possible [20]. However, some challenges
arise when localising a sound source. The most common
is related to the nature of the sound wave. The sound that
reaches the ear is a sum of all audio sources that surrounds
an individual. This combination of multiple sound sources in
different locations leads to different acoustic patterns at the
two ears. Consequently, each sound source can be described
by its spectral content and its directional information [20].

The auditory system is then responsible for classifying
each sound source in the environment, and it completes this
task based on a top-down approach [21]. Rather than iden-
tifying each sound source in the environment, the human
brain sets up a priority list, targeting only the most relevant
sounds. A similar approach is used when performing a visual
searching task. For the sound-based task, an attentional filter
is applied to identify target sounds in the middle of competing
sounds by answering the following:

• What are the most relevant sound sources?
• What can be classified as a target or distracter sound?
• What is considered to be background noise?

Advances in technology have made it possible to provide
acoustic information to answer these questions and to repro-
duce 3D audio efficiently through headphones and speak-
ers [22]. This allows for the development of immersive virtual
reality applications to accurately simulate real-world scenar-
ios [23]. Within this context, it is possible to perform sound
localisation and obtain good results, applying mathematical
functions to present the audio stimuli, including height and
depth information.

A. RENDERING SPATIAL AUDIO IN VR
In order to perform sound localisation, the brain uses the
properties of the sound and the anatomy of the human body.
Therefore, three main cues are used to model this pro-
cess [24]. Firstly, the difference in the intensity of the sound,
the interaural level difference (ILD), reaching each ear, which
is dominant for frequencies below 1.5KHz. The second cue
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is the time difference between the arrival of the stimuli from
one ear to another, the interaural time difference (ITD), which
is dominant for frequencies above 1.5kHz. Both the ILD and
the ITD are dominant to recognise the azimuth angle of the
sound source [23]. Finally, to discriminate the elevation of a
sound, the human brain uses the spectral cues encoded in the
shapes of our pinnae, the shape of the head, and the acoustical
characteristics of the environment [25].

While performing spatial listening, some people may expe-
rience front-back confusion, or up-down confusion, when
they hear a stimulus symmetric with respect to the axis of
the ears to its actual position in space [26]. In those cases,
both the ITD and the ILD assume the same values. This
phenomenon is called the cone of confusion, where humans
are not able to distinguish the location of perceived sound
sources [25]. However, listeners with normal hearing can
distinguish two different sound sources with a minimum
distance of 5 degrees in azimuth or horizontal planes between
each other [4]. This process is a result of a phenomenon
called binaural listening [27]. Binaural audio techniques led
to the development of 3D auditory environments that can be
simulated through headphones, giving a realistic perception
of the auditory space [5]. This auditory environment can
render a series of auditory events, giving insight into a range
of listening conditions, from simple to complex audio stimuli.

B. CHALLENGES WHEN LISTENING TO SPATIAL AUDIO
Auditory processing disorders affect how the sound is
perceived and how it is processed by the brain [28]. As men-
tioned in Section I, CAPD is a term used to describe
dysfunctions in how sound information is processed at a
central nervous system level [29]. People who suffer from
this disorder have normal peripheral hearing, but they cannot
process complex sounds. Additionally, their speech reception
threshold (SRT) is higher, meaning that perceived audio has
a lower signal-to-noise ratio (SNR) that gives rise to the
following [14]:

• difficulties hearing in noisy or reverberant environ-
ments.

• difficulties following long conversations.
• difficulties learning other languages or vocabulary.
• difficulties in directing and sustaining attention.
• auditory memory deficits.
• spelling and reading difficulties.

CAPDmay be a result of a post-traumatic brain injury [30],
stroke [9], ASD or due to other congenital reasons [31]. Tests
designed to evaluate this condition assess the brain’s ability to
process audio with multiple concurrent auditory events [32].

In order to evaluate auditory processing ability, the bench-
mark is the Listen In Spatialized Noise (LISN) test, devel-
oped by [33] to be a 3D auditory environment simulated
under headphones. This test consists of an adaptive speech
test with a target stimulus combined with noise sentences.
The main objective is to focus on the target sound, ignoring
the background noise.

FIGURE 1. LISN test conditions. The listener has to identify the target
sound (T) while ignoring other distractors (D1 and D2). The speech
reception threshold (SRT) is directly related to the level of noise in speech
(Adapted from [34]).

The LISN test contains four conditions as illustrated
in Fig. 1. The bottom-right condition embraces the total
advantage, meaning that the listener receives cues from the
different positions of the distractions and target, as well as
the voice difference of each source. The top-right shows the
talker advantage condition, with all sound sources localized
in the same position, each with a different voice stimulus.
The bottom-left illustrates the spatial advantage, meaning that
each stimulus is localized in a different position in space, but
each with the same voice stimulus. The top-left represents the
low cue speech reception threshold, given by the similarity of
voice stimulus and location of the target and the distractions.

III. RELATED WORK
Within the health domain, the ability to process audio
may be affected by several conditions like autism spectrum
disorder (ASD) or attention deficit hyperactivity disorder
(ADHD). However, a review of the literature suggests that
investigations of the effect of spatialised audio in e-health
applications is very limited. How the auditory difficulties
experienced by subjects diagnosed with ASD affected their
interactionwith aVR therapy applicationwas the focus of [7].
For this purpose, 29 participants were exposed to a virtual
scenario consisting of an enchanted forest at night. The partic-
ipants were free to move around a pre-defined tracked space
while wearing a headmounted device (HMD). The first phase
of the experiment tested for spatial audio attention using 8 dif-
ferent non-speech sound sources with no background noise.
Participants were instructed to identify the location of each
sound source by walking to the place they perceived to be
the location of the sound. The second phase analysed sound
source localisation in the presence of competing background
noise. In this case, 8 different speech utterances were used as
sound sources. Participants performed the same localisation
strategy as in the first phase. Although the experimental
design included an immersive virtual scenario and competing
sounds, only the performance data was used to measure the
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behavioural response to spatial audio. Such issues highlight
the importance of applying a QoE framework to assess user
behaviour during the test. Therefore, other metrics intrinsic
to a localisation task can be analysed, like head rotation or
gaze data.

A game to integrate therapy techniques into game mechan-
ics for children diagnosed with ASD was developed in [35].
Individuals with ASD usually experience auditory hyper-
sensitivity, which raises levels of anxiety and other fear
responses. Therefore, the focus of [35] was to reduce those
feelings of fear and anxiety, exposing subjects to averse
binaural-based spatial audio. Results from this study indi-
cated a decreased level of reported anxiety levels after
4 weeks. Also, participants reported a positive response in
terms of engagement with the system.

Both [7] and [35] demonstrated positive results for the
assessment of auditory disorders in VR. However, other fac-
tors that influence user behaviour were not deeply explored.
The perceived QoE of multimedia applications is influ-
enced by human, system, and context factors [36]. Therefore,
understanding these factors is crucial to the success of a
VR application [15]. For this reason, it is important to eval-
uate participants continuously while they are still perform-
ing the experiment’s task. Implicit metrics, to help assess
the QoE, can be gathered efficiently. This approach allows
fill in the gaps resulted from the lack of participant data
when using only reported information. Such implicit met-
rics include physiological responses such as eye gaze [37],
electrodermal activity (EDA) [38], heart rate (HR) [39], and
electroencephalography (EEG) [40]. The use of implicit met-
rics complements explicit metrics, which are usually gathered
through post-experience questionnaires, to build a complete
assessment of the QoE.

IV. METHODS
A. SYSTEM
The virtual environment was designed using the Unity game
engine (version 2018.2.15f1) [41]. The headset to present the
VR environment was the HTC VIVE with integrated Tobii
eye-tracking [42]. This headset has a resolution of 1, 080 ×
1.200 pixels per eye, a field of view of 110◦, and a refresh
rate of 90Hz. To facilitate the localisation task, a wireless
adaptor was attached to the headset. This configuration pro-
vides listeners with a natural interaction with the system, with
6 degrees of freedom (DoF).

Before the experiment begins, the headset initial position
was calibrated with the same reference point for all partici-
pants. Therefore, all visual stimuli appeared at eye-level and
with the same depth. Since this study investigated the effects
of gaze data in a sound localisation task, the headset lenses
were adjusted for each participant, ensuring that both visual
content and data collection were performed correctly.

The Steam Audio plugin [43] for Unity 3D was used
to render audio. It is a tool developed by Valve that has
a software integration with Unity 3D. It is a head-related
transfer function (HRTF) based binaural rendering tool that

FIGURE 2. Top view of the virtual environment (a). Each sphere
represents a possible sound source. Images on the right represent
interaction methods for this experiment. The top one (b) is pointing with
gaze and the bottom one (c) is pointing with the controller.

provides high quality 3D audio. In addition, it is also physics-
based audio, with rotational and positional tracking to create
immersive VR experiences. In order to standardise the listen-
ing experience for all users, a generic HRTF was used. The
audio was reproduced by Beyerdynamic DT 990 PRO Studio
Headphones [44], with diffuse-field equalisation.

The virtual environment, as shown in Fig. 2(a) consisted of
an open field with 24 white spheres surrounding the listener.
All spheres are equally spaced from each other by a distance
of 15 degrees. Additionally, the participant is positioned at
the centre of the circle of spheres, with a distance (depth)
of 10m between them. This configuration allows evaluating
the auditory localisation within the human ear resolution.

In this work, two interactionmethods were used to evaluate
user interaction with the system. Each participant experi-
enced only one of the pointing methods, which were:
Gaze Pointing (GP): this interaction is through selection

with eye gaze and a controller button-click to confirm the
selection and is displayed in Fig. 2(b).
Pointer Pointing (PP): this interaction is though selec-

tion using a laser pointer triggered by the listener and a
button-click to confirm the selection. This interaction method
is displayed in Fig. 2(c).

B. EXPERIMENTAL METHODOLOGY
The experimental method applied in this research is inspired
by other QoE studies [2], [31] containing a screening and
a tutorial phase before the localisation task begins. In the
first phase participants were given a consent form and an
information sheet with a description of the study and its
objectives. Once the consent form was signed, users were
ready to begin the screening phase, which consisted of two
steps:
Checking for Hearing Impairments: since this study is

related to auditory abilities, participants were required to pass
a hearing test. For this experiment, it was an online tool
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FIGURE 3. Experiment protocol.

developed by WIDEX [46] and participants took an average
of 3 minutes to complete this test. It aimed to determine
how well a participant could hear different frequency levels,
asking users to adjust the volume of the presented pitch/tone
until an audible level was reached.
Checking for Visual Impairments: participants were also

screened for visual impairments using a Snellen chart placed
6 meters away from the participant. During this test, subjects
covered one eye and read all letters row by row, repeating the
procedure for the other eye. A score of 20/20 was required
form all participants to pass. The final screening process was
an Ishihara test for colour blindness. A set of coloured dotted
plates were presented to participants, showing a number or a
path. Subjects with normal vision are able to see and report
the correct information displayed on the plate.

The screening phase was followed by the baseline phase.
During this step, participants were asked to wear the
E4 Empatica wristband, which started the acquisition of
physiological data. Then, participants were left alone for
5 minutes to collect baseline data, which was used to perform
comparisons between user states throughout the experiment.
The data acquired with this device was continuously collected
throughout the experiment.

After the baseline data was acquired, participants were
instructed on how to interact with the environment. Two
tutorial videos were prepared for this purpose, one for each
interaction method. Also, there was a demonstration of the
sound stimuli, reproducing the target stimulus for 2.5 seconds
followed by a reproduction of the distractor stimulus for
2.5 seconds. At this stage, the participants were ready to start
the listening task.

The room was equipped with a swivel chair, providing
a 6 DoF, and a wireless adaptor for the head-mounted

display and headphones. The first scenewas the same one that
participants interact with until the end of the testing phase.
However, a tutorial scene was first presented to guarantee that
users would be able to operate the system since it may be
the first time experiencing a VR environment for some of the
participants.

The sound stimuli was a 2.5s-white-noise presented at
55dB sound pressure level (SPL). The competing sound stim-
ulus consisted of a low-frequency, 1500 Hz pure tone sine
wave presented at the same SPL as the target stimulus. This
frequency value represents the cut off frequency which best
describes the interaural level difference and interaural time
different cues.

The test consisted of three main phases, inspired by the
Listen and Learn in Spatialised Noise test (LiSN) [34]. Each
phase represented a different advantage for the listener in
terms of spatial location and target discrimination:

1. Target-only
2. Target and Distracter presented at the same location.
3. Target and Two distracters presented +/−90 degrees

apart from the target.

Fig. 3 contains a diagram illustrating the experiment pro-
tocol. It consists of four blocks: tutorial phase, target-only
phase, one distractor phase, and two distractors phase.

During the tutorial phase, the participants were asked to
select different spheres in the environment based on their
colour. A random sphere was highlighted in green and users
had to identify its location in the virtual environment and
make a selection based on their interaction method (Gaze
Pointing or Pointer Pointing). This step phase was repeated a
minimum of 5 times and there were no time limit to complete
this part of the experiment.
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The other 3 phases are related to the sound localisation
task. Each phase had a total of 24 sound stimulus presented
one at a time. Participants were instructed to make a selection
as fast as they could, but there was no time limit to select the
location of the sound source after the stimulus was presented.
However, after a selection was made, there was a small pause
of a random value between 300 and 600 ms.

In total, participants attempted to select a sphere 72 times
(24 for each phase). To identify front-back confusion and
localisation blur type of errors, the position of the sound
stimulus follows the pattern described below:

1. The first stimulus was always presented at a random
position amongst the 24 possible spawn points.

2. The next stimulus had 3 possible future locations, ran-
domly applied, and based on the location of the previ-
ous target location:

• At the opposite side of the previous target location
(180◦ apart)

• To the right of the target location (15◦ apart clock-
wise)

• To the left of the target location (15◦ apart counter-
clockwise)

It is important to note that each sphere reproduced a sound
only once per phase. For this reason, the algorithm selected
a random sphere if none of the possibilities described in step
2 was available.

C. PARTICIPANTS
A total of twenty subjects took part in the experiment (10 for
each interaction group). The average age was 29 years, with
8 female and 12 male subjects. Six of the participants had
never experienced VR before. All of the participants were
healthy subjects and none of them reported any hearing issue.

D. DATA ANALYSIS
This section provides an overview of the data collected during
the experiment.:

Gaze and head pose data was collected directly from the
built-in eye-tracking andG-sensors in the HMD. Eye tracking
data is sampled at a rate of 120Hz containing information on
pupil size, gaze origin, gaze direction, and head pose. For the
gaze data, a second-order low-pass filter was used to remove
any spikes on the signal. All blink artefacts were removed
considering a window of 0.1 s before and 0.25s after a blink
is detected.

The detection of saccades and fixations is determined by
a dispersion-based algorithm [47]. This approach takes as
parameters the size of the window and a threshold radius
considering the participant’s field of view and the distance
between virtual objects and the viewer.

Physiological data was acquired using the E4 Empatica
wristband [48]. This set of data includes EDA sampled at
4Hz, heart rate sampled at 1Hz, temperature sampled at 4Hz,
blood volume pulse (BVP) sampled at 64Hz, and accelera-
tion sampled at 32Hz. Participants’ physiological data and

pupillary response were normalised in order to compare
participants’ metrics. This normalisation procedure takes as
parameters a participant’s maximum andminimum value dur-
ing the experiment. As a result, normalised data are presented
on a scale with values ranging from 0% to 100%.

Performance data was based on a participant’s (i) num-
ber of selection attempts, (ii) number of correct selections,
(iii) informed location of the target, (iv) the real location of the
target and (v) time to complete each trial. Each participant’s
performance during the experiment was classified regarding
the angular distance (α) between the indicated position of the
sound source and the correct location of the sound source:

• Correct Response: −10◦ < α < 10◦

• Localisation Blur: −45◦ < α < 45◦

• Front-back confusion: α < −135◦ and α > 145◦

• Neither: otherwise

Questionnaire Responses: At the end of the experiment,
listeners were asked to fulfill a questionnaire regarding their
experience with the application. Participants completed the
NASA-TLX questionnaire [49] to assess user workload dur-
ing the task. It is important to highlight that instructions on
how to complete the questionnaire were given to all par-
ticipants. NASA-TLX questionnaire results were obtained
using the weighting scores from the paired-choice and the
individual scores for each workload factor.

V. RESULTS AND DISCUSSION
The findings of this research are presented in this section.
Since each group contained 10 participants, all statistical
analysis was done with a non-parametric Mann-Whitney test,
performed with a 95% confidence level.

A. PERFORMANCE
Table 1 shows the number of localisation errors accord-
ing to the listener’s performance for each testing phase.
As expected, the usage of a VR application to present stimuli
had an impact on the distribution of the localisation type of
errors. One of the advantages of using a VR headset is the
increased number of degrees of freedom. This type of appli-
cation allows users to explore the virtual environment, which
is not possible when the assessment is employed via tradi-
tional headphones-based experiences. However, the majority
of the localisation errors were classified as localisation blur.
As shown in Table 1, the mean localisation error angle is
around 30 degrees for the PP group and 36 degrees for the
GP group. However, it is interesting to note that the standard
deviation for each group in each phase corresponds tomissing
the target stimulus by one sphere (15 degrees).

Results from Table 2 are interesting to evaluate each phase
separately. During phase 1, there was no difference in local-
isation errors distribution for both groups. This result is
expected as all participants were getting used to the pro-
posed interaction method. However, during phase 2, it was
found a significant difference between the number of correct
responses for each group (U = 24.5, p = 0.049).
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TABLE 1. Mean localisation error angle for each group.

TABLE 2. Distribution of localisation error types for each group.

During phase 3, the PP continues to score better than the
GP group (U = 24.5, p = 0.05). This result indicates that the
interaction method with the environment affects the number
of correct responses. The same can be observed when looking
at Table 1. During phase 2 and 3, the mean localisation error
angle decreases for the PP group but increases for the GP
group. This result suggests that even when the task becomes
more challenging, the PP group was able to perform better
and keep a higher score than the GP group.

Analysing each group separately, we can observe that the
average number of correct answers from the GP group does
not improve during the test while the number of front-back
confusion localisation errors increase when compared with
phase 1. Those results indicate that this interaction method
may not be optimal for localising sound sources out of users’
field of view, as this interaction is extremely dependent on
gaze.

B. IMPLICIT METRICS
Fig. 4 illustrates the pupillary response for both interac-
tion groups. It contains data for each sound stimulus, using
the average pupil diameter of the interval when the sound
starts and when users make a selection. The baseline value
was obtained with a time window of the last 5s values
of the tutorial phase instead of counting for the entire
testing period. The length of this time window represents
an approximation of the time participants take to make a
selection.

According to [17], the pupillary response is positively
correlated with the level of cognitive load, visual attention,
and memory. Therefore, increasing values suggest a higher
cognitive load level for the task, indicating that the task is
more challenging for the user [50].

Before the experiment begins (baseline), users had a small
value of the pupillary diameter compared with the rest of the

FIGURE 4. Pupillary response for both interaction groups. To evaluate
changes, all values were normalised using the participant’s highest pupil
diameter size. The first data point represents the pupil size before the
experiment begins (tutorial).

FIGURE 5. Range of motion for head movements for each test phase.
Values on this graph are related to the head’s yaw rotation.

experiment. After the experiment begins, there is an increase
in this value explained by the novelty of the task, and users
were still trying to understand how to operate the system. This
statement is also supported by the decreasing value during the
middle of the task, which indicates that users were getting
familiar with the system.

For the GP group, this value increased during phase 3,
explained by the difficulty of this phase, which is the most
challenging one. For this phase, there is a statistical difference
between groups (U = 10, p = 0.007). This result can also be
validated by the performance from both groups, as the GP
group had an inferior score when compared to the PP group.

Fig. 5 illustrates the range of motion for head movements
for each test phase. It is important to note that performing
head movements improves listeners ability to localise sounds
on the horizontal plane [51].

For the tutorial phase, the values for both groups remain
the same. However, there is a difference in the distribution
of the points for the first phase of the test (U = 146.0,
p = 0.002). During this phase, the PP group had a smaller
range of motion when compared to the tutorial phase.
As expected, participants should increase their range of
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FIGURE 6. Normalised EDA for both groups.

motion for head movements across test phases. The first
reason is to allow users to explore the VR environment.
The second is related to the nature of the task. Since users
must locate the correct source of the sound stimulus, it was
expected that they would rotate their heads to search for the
source and indicate a location. However, for the GP group,
the range of motion did not increase over the test phases,
which can explain the reason why this group’s performance
did not improve.

Another implicit metric collected during the experiment
is the electrodermal activity (EDA). There is no statistical
difference between the collected EDA values for both groups
during the test. However, it is interesting to note that values
for this metric increase over time. EDA is commonly asso-
ciated with the level of cognitive activity [17]. Localising
a sound source requires a high level of processing from
the brain, which explains the EDA curve of the first phase
when EDA values increased drastically when compared to the
baseline values.

C. EXPLICIT METRICS
Explicit metrics were collected in the format of post-
experiment questionnaires. Since the sound localisation task
is very demanding in terms of cognitive load [20], the
NASA-TLX questionnaire was employed to understand the
distribution of influence factors on the level of cognitive load.

Fig. 7 summarises the responses to the NASA-TLX ques-
tionnaire. Data were weighted considering the contribution
of each factor to the total workload of the test. Given that
spatialized audio is a complex stimulus, a greater value was
expected for both groupswhen analysing themental influence
factor. Consequently, this factor had the highest value in com-
parison with other workload factors. The higher value for the
mental demand was also observed for the Pupillary response
and EDA metrics (Fig. 4 and Fig. 6 respectively), where even
though there was no statistical difference between the groups,
the GP group always had a higher value in comparison with
the PP group.

It is also interesting to note that the performance factor
received a higher score than the frustration factor. This result

FIGURE 7. NASA-TLX questionnaire responses for both groups.

suggests that users had no difficulties in interacting with the
virtual environment, and the events were compatible with
their expectations.

VI. CONCLUSION
This work explored the analysis of explicit and implicit met-
rics using a QoE framework for a sound localisation task in
VR. It is inspired by the state-of-the-art assessment protocol
for spatial auditory abilities, where subjects are exposed to
simple and complex audio stimuli. The key objective of this
research was to present how metrics apart from traditional
experiment designs like performance and reported informa-
tion can be used to measure cognitive load and give insight
into user behaviour.

Findings from this work show that physiological metrics
are good indicators of cognitive load and immersion for a
sound localisation task. During the experiment, EDA val-
ues and pupillary response increased over time, suggesting
that the task was challenging and requires a higher men-
tal demand. Those results are validated by the responses
obtained with the NASA-TLX questionnaire, with a higher
mental demand for users in comparison with other workload
factors.

Another interesting finding is related to the relationship
between the head movement range of motion and the per-
formance data. When subjects had a higher range of motion,
they performed better the localisation task. This was observed
for the testing phase with one distractor only, when subjects
from the PP group increased the number of correct responses
even when the task was more challenging over time. This
result highlights the importance of the user interaction with
the environment, and it can be used to investigate multiple
listening conditions. This is particularly relevant for applica-
tions designed to improve one’s spatial localisation auditory
abilities in which listeners have to rotate their heads to search
for the source of the stimuli. In addition, the present study
investigates a comparison between two interaction methods.
According to experimental results, the PP group performed
better in terms of the number of correct selections, which
reinforces that the interaction with the virtual environment
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has an impact when users are performing a sound localisation
task.

In this research, a limited sample size was used and
both groups had 10 participants each. As result, only non-
parametric statistical tests were applied. Whilst this is a valid
approach, future work will extend the sample size, with the
objective of validating the results obtained and covering para-
metric analysis. Additionally, subjects only take part on the
experiment once, which affects the analysis on the learning
effect. Therefore, future work will also include a broader
comparison of the test phases, adding a revalidation proce-
dure to reinforce the obtained results.
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