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To find signals in data, we must learn to reduce the noise - not just the noise that resides
in the data, but also the noise that resides in us. It is nearly impossible for noisy minds to
perceive anything but noise in data.

Stephen Few
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Abstract

With the rapid growth of technology and the proliferation of data in this “digital
age”, most current data (imaging and audio) applications require higher data res-
olution, higher data transmission rates, and better compression techniques to meet
the ever increasing demands placed on them. In the case of data compression, an
ideal system must produce good quality of data with high compression ratios while
minimising the computational overhead. In other words, bandwidth cost money,
therefore, the transmission and storage of information become costly. However, if
we can use less data, both transmission and storage become cheaper.

The Haar Wavelet Transform (HWT) has been chosen, here, to fulfil the data
compression requirement of this research. The HWT is a mathematical tool that is
ideally suited for hierarchically decomposing image information. For example, it
is the preferred method by the JPEG format to produce encoded images at higher
compression ratios. In addition, it can also be used to remove irrelevant/redundant
image data to facilitate the recording, transmission, and searching of data effectively.
HWT based image compression is computationally efficient and is symmetric in
nature (both the forward and the inverse transforms have the same complexity)
allowing for the building of fast compression and decompression routines.

The aim of this research is to determine optimum compression rates for data us-
ing Machine Learning methods; typically, Artificial Neural Network (ANN). The
MNIST dataset images and the TI46 database audio are subject to a HWT trans-
formation and a signature of the information is constructed by removing irrele-
vant/redundant data by means of a cut-off function. Multiple signatures for im-
ages and audio are built for differing cut-offs are then input into a neural network.
Their performances are then compared to find the optimum HWT based compres-
sion. Which, it has made the input vectors of the network much more compact and
thus easier to establish relationships between them, leading to a rapid and effective
classification of the signal.
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Chapter 1

Introduction

1.1 Background

Typical data objects contain redundant data; i.e. data that is not necessary to convey
the meaning of the object. In an image, redundant data could manifest itself as an
image border. In a speech signal, redundant data can be the presence of temporal
and frequency variability, such as intra speaker variability and inter speaker vari-
ability. Using data compression techniques, unnecessary data can be erased without
adversely affecting data quality.

Data compression techniques can be either lossy or lossless. Lossless compres-
sion techniques, by allowing exact reconstruction of original parent data, don’t add
noise to the data. For images, lossless compression is principally employed in med-
ical image processing [1] and satellite imaging, where accurate reproduction of the
images is an essential requirement. All PNG, TIFF, TGA, GIF image formats nor-
mally employ lossless compression techniques. For audio signals, lossless compres-
sion is a necessity for high-quality audio reproduction [2]. ALAC (Apple Lossless
Audio Codec), RealPlayer and Monkey’s Audio formats use lossless audio com-
pression techniques. One of the most widely used lossless compression techniques
is entropy coding [3]. Entropy coding creates and assigns a unique prefix-free code
to each unique symbol that occurs in the input. Huffman encoding and arithmetic
coding are well known entropy encoding methods applied in JPEG and MPEG cod-
ing standards.

Lossy compression techniques [4] can produce high compression ratios but the
decompressed data is only an approximation of the original. If, as in image and au-
dio data, there is significant redundant data then lossy methods are suitable. There
are two basic lossy compression schemes; 1) the lossy transform codecs, samples of
picture or sound are taken, chopped into small segments, transformed into a new
basis space, and quantised. The resulting quantised values are then entropy coded.
2) lossy predictive codecs, previous and/or subsequent decoded data is used to pre-
dict the current sound sample or image frame. The error between the predicted
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data and the real data, together with any extra information needed to reproduce the
prediction, is then quantised and coded. In some systems the two techniques are
combined, with transform codecs being used to compress the error signals gener-
ated by the predictive stage.

Lossy compression techniques are mostly used in Internet transfer and media
streaming, including multimedia audio, video and still images data.

The Haar Wavelet Transform (HWT) [5] is an effective tool used in lossy com-
pression to remove redundant data because of its ability to decompose information
hierarchically.

The Artificial Neural Network (ANN) [6] has developed into a very Adaptable
Machine Learning tool with many areas of application from image processing to
signal processing. There are different types of neural networks that have been de-
veloped over the years. It is a self-adapting algorithm, in other words, it learns a
problem with examples and then recognises patterns, trends and hidden relation-
ships in similar data-related problems.

1.2 Overview of Proposed Research

In this project, we implement a HWT-based data transform on data being fed into
an ANN, specifically, to recognise images of handwritten digits from 0 to 9 from
the MNIST data-set [7] and to recognise audio of spoken words from the TI46 [8]
speech data-set. Recognition transformer results using different activation functions
and different numbers of hidden layers in the ANN are compared and analysed for
accuracy, robustness and efficiency.

1.3 Research Aim

The aim of this project is to develop an efficient signature or fingerprint for data by
using lossy data compression, particularly, wavelet techniques. This algorithm will
use to remove unnecessarily information from the data that will be passed into the
Artificial Neural Network (ANN). The signature should enable the ANN’s frame-
work to make decisions more accurately and rapidly. While the project will seek to
address the issue of ANN net complexity by simplifying the data patterns that will
be used as inputs, the signature devised and used should lead to an efficient and
intelligent.
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1.4 Research Questions

The main questions in this research are identified as follows:
• Among with various rates of compression, what is the ideal Haar-based com-

pression signature for data (images and audio signals) that can be input into an
ANN?
•What is the increase in performance of an ANN when using such signatures?
•How does the performance of the ANN change when using different activation

functions and different numbers of hidden layers in the ANN?

1.5 Thesis Outline

The rest of the thesis is organised as follows: In chapter 2, the concepts, definitions,
histories, algorithms, and applications for artificial intelligent, machine learning,
artificial life, knowledge discovery in databases and compressed data techniques
are reviewed with reference to the current literature.

In chapter 3, examines various ANN typologies and architectures, with particu-
lar emphasis on back propagation and resilient ANNs using adaptive back propa-
gation. In chapter 4, contains a brief introduction to wavelet transformations with
an emphasis on wavelets applied to image and signal processing.

In the next two chapters were focus in simulation results and tests. Which in
chapter 5, contains results from experiments with an ANN, using one hidden layer,
applied to MINIST and TI46 data-sets. The ANN uses two types of activation func-
tions, sigmoid and softplus. Measurements of the accuracy of the ANN as a function
of the HWT compression rate are used to determine the optimal configuration of the
HWT and the ANN. And in chapter 6, deals with deep neural networks using the
Keras library. The addition of more hidden layers to the ANN as a means of optimis-
ing performance is considered. The results from experiments on both the MINIST
and TI46 data-sets are presented here.

Finally, chapter 7 contains conclusions and discussion on the success of the re-
search. Proposals for future work in this area are also included.
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Literature Review

The increasing use of digital data has resulted in the important problem of storing
and transferring the massive amount of data. For example, multimedia data (graph-
ics, audio and video) require considerable bandwidth and storage capacity. While
mass storage density is progressing rapidly, the performance of any data system
depends primarily on the speed of the processor.

In addition to this increasing use of digital data, the important issue of data stor-
age and transfer of enormous volumes of data, requires considerable bandwidth and
storage capacity. By using data compression techniques, some redundant informa-
tion can be removed from the data and the size of a graphics file can be minimised
without adversely affecting the quality of the data.

The aim of this project is to implement a HWT compression on data being fed
into an Artificial Neural Network. In order to put this work in context this chapter
will present a review of the research literature in such areas as:
• Artificial Intelligent (AI).
•Machine Learning (ML).
• Artificial Life (Alife).
• Knowledge discovery in Databases (KDD).
• Artificial Neural Network (ANN).
• The datasets used in this project; MINIST and T146.
• Compressed data techniques.
•Multi-resolution Analysis.
•Filter bank.
• Python and its Machine Learning libraries.

2.1 Artificial Intelligent (AI)

Nowadays Artificial Intelligence (AI) is widely used in several of the branches that
normally require human intelligence; for example, pattern recognition, data search-
ing, learning from experience, planning, and much more. AI [9], itself, is a young
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field. However, as shown in figure 2.1, it has emerged from ideas, views, and tech-
niques from many other fields:
• From ancient times, the emergence of philosophy and its associated theories of

reasoning and learning, together with the view that the mind is a physical system.
• From millennia of mathematics, the formal theories of algorithms, logic, prob-

ability, decision making, and computation were formed.
• From psychology, the tools with which to study the human mind, and process

cognitive information.
• From linguistics, the theories of the structure and meaning of language.

FIGURE 2.1: Areas which contribute in Artificial intelligence.

2.1.1 Philosophy in artificial intelligence history

The philosophy of artificial intelligence is a collection of issues, primarily concerned
with the possibility of building an intelligent thinking machine. The philosopher
Hubert Dreyfus [10] said that "The story of artificial intelligence might well begin
around 450 B.C.". This started back with the big three in Greek philosophy (Plato,
Socrates, and Aristotle). Much of Western philosophy finds its basis in thoughts on
Ethics, Political Philosophy, Epistemology, Metaphysics, and Moral Psychology and
their coalescence into an interconnected and systematic philosophy. From Plato’s
Socratic dialogues [11], we found that Socrates developed a casual system of proper
reasoning, which in principle allowed one to mechanically generate conclusions,
given initial premises. Aristotle did not believe that creative products come through
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unique processes. He believed they come from logical steps of nature law, and he
also had a notion of intuitive reason [12].

In the early seventeenth century [13], Rene Descartes, the "Father of Modern Phi-
losophy" and eminent mathematician spoke of ’thinking machines’ in his Discourse
on Method. His opinion, on what today would be deemed AI theory, was to dis-
count the very possibility of thinking machines going to far as to say that the very
term ’thinking machine’ is a misnomer. In another word, he held that there is a part
of the mind (or soul or spirit) that is outside of nature and exempt from physical
laws.

Several generations of philosophers failed to prove whether machines can think
or not. In 1950, Alan Turing [14], the eminent English mathematician, logician,
philosopher, biologist, founding father of theoretical computer science and artifi-
cial intelligence, published his paper “Computing Machinery and Intelligence"[15]
which introduced his theoretical Turing Test. He replaced the question "Can ma-
chines think?" by another, “Are there imaginable digital computers which would do
well in the imitation game?”.

2.1.2 Mathematics in artificial intelligence history

Even though philosophy and philosophers were key in conceptually formulating
the idea of AI, mathematics was needed to turn it into reality. The mathematical for-
malisation adopted four main areas: computation, logic, algorithms and probability.

An algorithm [16] is a procedure or formula for solving a problem, based on
conducting a sequence of specified actions. It is extensively used in information
technology and software development. Algorithms have a long history and the
word was introduced in the 9th century when the name of the Persian scientist, as-
tronomer, and mathematician Abdullah Muhammad bin Musa al-Khwarizmi[17],
often referred to as “The father of Algebra”, was Latinised to create the term “Al-
gorithm”. Mathematical Logic owes its origins to George Boole (1815-1864) an En-
glish mathematician, professor and logician, In 1854, he published his work [18]
that introduced algebraic logic (Boolean Algebra) which is fundamental to the oper-
ation of all computer software and hardware in use today. The theory of probability
was formulated by the Italian Gerolamo Cardano (1501-1576) [19], a mathematician,
physician, biologist, physicist, chemist, astrologer, astronomer, philosopher, writer,
and gambler. He first framed the idea of probability, describing it in terms of the
possible outcomes of gambling events.
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2.1.3 Psychology in Artificial Intelligence history

Psychology is a foundation of artificial intelligence; in fact it can be considered a
primary source for artificial intelligence[20]. In 1879, Wilhelm Wundt (1832-1920)
[21], a German physician, physiologist, philosopher, and professor, and the first
person ever to be called a psychologist, opened the first laboratory of experimental
psychology at the University of Leipzig. Wundt’s experimental went a long way to
make psychology a science.

At the beginning of the 20th century psychology was dominated by behavioural
actions. John Watson (1878-1958) and Edward Lee Thorndike (1874-1949) argued
against this subjectivism, rejecting any theory involving mental processes on the
grounds that introspection could not provide reliable evidence. Behaviourism was
concerned primarily with the learning of associations, particularly in nonhuman
species (animals), and it constrained theorizing to stimulus–response notions.

In the late 1950s [22], what is commonly referred to as the ‘cognitive revolution’
occurred. This “Birth of Cognitive Psychology” is often attributed to George Miller
[23] and his paper “The Magical Number 7 Plus or Minus 2”. Cognitive psycholo-
gists consider it essential to look at the mental processes of an organism and how
these influence behaviours. In the comparison between the cognitive and the behav-
ioral approach, the latter only studies the behavior that can be observed externally
(stimulus and response), which can be measured objectively. This inner behavior
can not be studied because it is impossible to know and measure objectively what
happens in the mind of a person. Conversely, the cognitive approach advocates that
experiments can scientifically study internal mental behavior. Cognitive psychol-
ogy assumes that between stimulus / input and response / output a mental process
takes place. Such mental processes can be memory, perception, attention, resolution
of problems, etc. They are called mental processes because they mediate between
stimulation and reaction. They follow the stimulus and the response.

2.1.4 The history of Artificial Intelligence

AI started to be recognized by Warren McCulloch and Walter Pitts [24] in (1943).
They drew on three sources: knowledge of the basic physiology and function of
neurons in the brain, the formal analysis of propositional logic due to Russell and
Whitehead, and Turing’s theory of computation. They showed that any computable
function could be computed by some network of connected neurons, and that all
the logical connectives could be implemented by simple net structures. They also
suggested that suitably defined networks could learn.
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Claude Shannon [25] (1950) and Alan Turing (1953) were writing chess programs
for von Neumann-style conventional computers. The first neural network computer
was built in 1951.

The official birthplace of AI is considered to a workshop held at Dartmouth col-
lege in Hanover, New Hampshire, in the summer of 1956 [26]. John McCarthy [27]
induced Minsky [28]. Claude Shannon, and Nathaniel Rochester brought together
U.S. researchers interested in automata theory, neural nets, and the study of intel-
ligence to the workshop. Among the attendees were Arthur Samuel (who coined
the term "machine learning" in 1959) [29] from IBM, Ray Solomonoff (founder of the
theory of Universal Inductive Inference) [30], and Oliver Selfridge (the "Father of
Machine Perception.") [31] from MIT. The workshop introduced all the major figures
in this emerging field of study to each other. The lasting legacy of the workshop was
an agreement to adopt McCarthy’s new name for the field: Artificial Intelligence.

Newell [32] and Herbert A. Simon ’s [33] had early successes in the application of
General Problem Solver (GPS) [34]. This program was designed from the start to im-
itate human problem-solving protocols. Thus, GPS was probably the first program
to embody the "thinking humanly" approach. This combination of AI and cognitive
science is still an active area of research at Carnegie Mellon University (CMU).

In 1959 McCarthy defined the high-level language LISP, which was to become
the dominant AI programming language. LISP is the second-oldest language in
current use With LISP, McCarthy had the tool he needed, but access to scarce and
expensive computing resources continued to be a serious problem.

In 1960s, Minsky supervised a group of students who chose limited problems
that apparently required intelligence to solve. These limited domains became known
as microworlds. James Slagle published a paper "A heuristic program that solves
symbolic integration problems in freshman calculus: Symbolic Automatic Integra-
tor (SAINT)" [35]. Tom Evans’s ANALOGY [36] program solved geometric analogy
problems that appear in IQ tests. Bertram Raphael’s (1968) (authored The Thinking
Computer: Mind Inside Matter (1976)) [37] SIR (Semantic Information Retrieval)
was able to accept input statements in a very restricted subset of English and an-
swer questions thereon. Daniel Bobrow’s [38] student program (1967) solved alge-
bra story problems such as “If the number of customers Tom gets is twice the square
of 20 percent of the number of advertisements he runs, and the number of adver-
tisements he runs is 45, what is the number of customers Tom gets?”

The history of AI has had cycles of success, and failure. Moreover, there have
also been cycles of introducing new creative approaches and systematically refining
the best ones. However, in 1980 the first successful commercial expert system began
operating. The program helped to configure orders for new computer systems, and
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by 1986 it was saving its parent company an estimated 40 million Dollar a year.

2.1.5 Definitions

As Figure 2.2 indicates, the definitions of artificial intelligence, are classified into
two categories:

.

FIGURE 2.2: AI Definitions Categories

AI systems resulting from these two categories can be further subdivided into
four groups: systems that think like humans, systems that act like humans, systems
that think rationally, and systems that act rationally. These are considered in turn.

2.1.5.1 Systems that think like humans.

"The exciting new effort to make computers think . . . machines with minds, in the
full and literal sense" (Haugeland [39], 1985)

"The automation of] activities that we associate with human thinking, activities
such as decision-making, problem solving, learning ..."(Bellman [40], 1978)

If a system is to be designed to mimic human thinking, it is necessary, initially, to
ascertain how human’s think by studying the human mind itself. Therefore, exper-
imental techniques from psychological science have been devised to precisely test
theories of the actions of the human mind. If the program’s input/output and tim-
ing behaviour matches human behaviour, then this is considered proof that many
of the program’s mechanisms may additionally be operational in humans. This ap-
peared clearly in GPS, the "General Problem Solver" (Newell and Simon, 1961), as
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they were more concerned with comparing the program’s reasoning steps with hu-
man subject’s resolution of specific issues. This approach differs from other contem-
porary researchers (e.g. Wang (I960)), who were involved with obtaining the correct
answers regardless of how human subjects tackled it.

2.1.5.2 Systems that act like humans.

"The art of creating machines that perform functions that require intelligence when
performed by people" (Kurzweil [41], 1990) "The study of how to make computers
do things at which, at the moment, people are better" (Rich and Knight [42], 1991)
The Turing Test, developed by Alan Turing (1950), described intelligent behavior as
the ability to realize human-level performance by performing instructed psycholog-
ical tasks well enough to fool an interrogator. Roughly speaking, the test proposed
for the computer to be interrogated by a human via a teletype, and to have deemed
ti have passed the test if the interrogator cannot tell if there’s a laptop or human at
the opposite end. Currently, the world of computer programming uses this test in:
• natural language processing.
• knowledge representation.
• automated reasoning.
•machine learning.
The issue of mimicking a human arises once AI programs got to interact with

individuals. These programs should behave according to the normal conventions of
human interaction to make themselves understood. The underlying illustration and
reasoning in such a system may or may not be compatible with the human’s model.

2.1.5.3 Systems that think rationally.

"The study of mental faculties through the use of computational models" (Charniak
and McDermott [43], 1985).

"The study of the computations that make it possible to perceive, reason, and
act" (Winston [44], 1992).

By 1965, the logics tradition within artificial intelligence had appeared when the
first program (Logic Theorist program [45]) started using logical notation to describe
and solve problems that were proving to be otherwise unfeasible. The Logic Theo-
rist written by Allen Newell, Herbert A. Simon and Cliff Shaw introduced the search
tree [46]; a tree-like data structure which could be used to explore reasoning, heuris-
tics and list processing.
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2.1.5.4 Systems that act rationally.

"A field of study that seeks to explain and emulate intelligent behavior in terms of
computational processes" (Schalkoff [47], 1990).

"The branch of computer science that is concerned with the automation of intel-
ligent behaviour" (Luger and Stubblefield [48], 1993).

The study of AI as a rational system was influenced by two approaches.
• The "laws of thought" approach: correct inference is only a useful mechanism

for achieving rationality, and not a necessary one.
• AI is more amenable to scientific development than approaches based on hu-

man behavior or human thought, because the standard of rationality is clearly de-
fined and completely general. Human behavior, on the other hand, is well-adapted
for one specific environment and is the product, in part, of a complicated and largely
unknown evolutionary process that still may be far from achieving perfection.

As figure 2.1 illustrates, AI’s can behave rationally far more effectively than hu-
mans (the area of rational thought excluding human thought is far greater than the
intersection) and so AI’s that are properly constructed have a high potential for ra-
tional behaviour. If the AI is required to behave both rationally and humanely then
it requires finer tuning to be in the intersection.

2.2 Applications of AI

Figure 2.3 below shows the current extent of the application of AI to problems in
areas ranging from machine learning to computer vision.

.

FIGURE 2.3: The different branches of AI [49]
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2.3 Artificial life (AL or A-life)

.

FIGURE 2.4: The foundations of AL [50].

Artificial life [51] (ALife) is a sub field in artificial intelligence in which living be-
haviours are simulated and analysed within computers. Thus, a simulation of living
systems can be built to emulate, to some extent, real organisms. Virtually, ALife can
be roughly used to study of living behaviours and systems. The foundations of AL
are shown in Figure 2.4.

In recent years there has been growing interest in the concept of ALife that
has brought together people interested in computer models of adaptive and self-
organising systems. This interest is not restricted to just biology but to economics,
social science, physical, chemistry and many more.

The creation of ALife would necessarily constitute an artificial living entity, hence-
forth an ‘artificial organism’. Processes such as self-reproduction, growth, develop-
ment, and learning require modelling in some form. Software based ALife systems,
by necessity, work by creating models of real biological systems and by then evalu-
ating the abilities of such systems through observation with comparable real-world
systems.

ALife systems can be realised using groups of small robots called animats to
study the design principles of autonomous system or agents that can act their envi-
ronment through sensors and effectors [52] [53].

John von Neumann developed the idea of cellular automatons in the 1940s to
create a theoretical model for a self-reproduction machine. He described a model
of a self-reproduction machine in a paper written for the Hixon Symposium called
"The General and Logical Theory of Automata. " [53]. Von Neumann described
a cell car with twenty-nine possible cell states in which each cell is connected to
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the cell above, below, to the left and to the right (neighborhood). Von Neumann
describes this system in his book Von Neumann describes this system in his book
Theory of Automatic Von Neumann describes this system in his book “Theory of
Self-Reproducing Automata “ [54] , which was completed and published by Arthur
Walter Burks in 1966 after his death.

2.3.1 Wain

Wain [55] is an artificial agent in an advanced computational ecosystem. This sys-
tem was created in Athlone Institute of technology to evolve the artificial agent into
a “smarter” one both during its lifetime and it progeny in later generations by study-
ing the brain structure, appearance, and metabolism. It also describes how they
interact with their environment, how they make decisions and learn from their mis-
takes, and how they eat, mate, rear children, and play.

The design of the classifier component of the brain allows it to effortlessly reveal
the patterns identified. When poisonous data was introduced to their habitat, wains
adapted, primarily by modifying their learning rates through evolution. Evolution
also made the brains of wains more efficient, by reducing the number of patterns
that their brains, through the use of Kohonen Maps (SOM’s), stored without affect-
ing the Wains ability to identify nutritious data. It was found that Wain populations
exhibited complex, interesting behaviour after as little as 12 generations. A more
detailed at SOM’s is taken in section 2.4.3.

2.4 Machine learning

ML [56] can play an important role in a wide range of critical application such as
data mining, natural language processing, image recognition and more. This field is
expanding rapidly.

Machine Learning is defined as an application of Artificial intelligence that pro-
vides systems with the ability to learn, improve, and adapt by accessing data and
using it to learn autonomously. The primary aim is to enable the system to learn
without human intervention by learning from instruction or direct experience in or-
der to make a better decision. In Figure 2.5 the relation between all AI, ML, NN and
DL are shown .

2.4.1 Machine learning vs Statistics.

ML and statistical modelling [57] have their origins in different disciplines. Statisti-
cal modelling is a sub-field of mathematics which deals with finding relationships
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FIGURE 2.5: The relation between all AI, ML, NN and DL.

FIGURE 2.6: The relation between Artificial Intelligence, Machine
learning, and Statistics.

between variables to predict an outcome and has been around since the work by
Cardano in the16th century. On the other hand, ML was only formally defined more
recently by computer scientists such as Arthur Samuel and Tom Mitchell at the end
of 1950’s. ML flourished in the 1990’s, emerging from being a purely computer
science based discipline and evolving to the study of pattern recognition and com-
putational learning theory in AI.
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TABLE 2.1: The different between machine learning and statistics [58].

There are differences between statistics and ML; statisticians need to understand
the underlying population distribution under study and develop parameters that
will provide predictive power. The goal for a statistician is to predict a certain de-
gree of certainty between variables. In other hand, ML advocates want to create
algorithms that most accurately predict, classify and cluster.

In spite of the above differences, ML and statistics are very similar. In fact, they
are so similar that they talk about almost all the same subjects, methods and con-
cepts, but for many of them they have different names.

Professor Rob Tibshirani [59] has created a glossary that compares the main
terms in machine learning vs statistics. Elements of this glossary are shown in Table
2.2. Professor Tibshirani is one of the authors of the book [60] “An Introduction to
Statistical Learning”.

2.4.2 The common algorithms used in machine learning Signals

In Figure 2.7 presents the various classifications of algorithms used in ML systems
as a mind map. The three major sub-categories will be considered in turn.
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TABLE 2.2: The similarity between the machine learning and statistics.

FIGURE 2.7: Typical for the 3 types of machine learning application
[61].

Supervised learning

Where the system is required to learn a function which maps a vector into one of
several classes by looking at several input-output examples of the function [62]. In
Figure 2.8 presents the different between main types of supervised learning algo-
rithms include:
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• Classification algorithms: These algorithms build predictive models by means
of the training data (the input) which have features and class labels. These predic-
tive models in-turn use the features learnt from training data on new, previously
unseen data to predict their class labels. The output classes are separate. Types
of classification algorithms include decision trees, random forests, support vector
machines, and much more.
• Regression algorithms: These algorithms are used to predict output values

based on some input features obtained from the input. In another words, the al-
gorithm builds a model based on features and output values of the training data
and this model is used to predict values for new data. The output values in this
case are continuous and not separate. Types of regression algorithms include linear
regression, multivariate regression, regression trees, lasso regression, and more.

FIGURE 2.8: An illustration of the different between classification and
regression techniques[63].

Unsupervised learning

Where the system used to draw inferences from datasets consisting of input without
identifying the result before the termination of the operation [64]. The main types
of unsupervised learning algorithms include:
• Association rule learning algorithms: These algorithms are used to mine and

extract rules and patterns from data sets. These rules explain relationships between
different variables and attributes, and depict frequent item sets and patterns which
occur in the data. These rules in turn can aid in the discovery of previously un-
known properties of the data sets. Popular algorithms include Apriori and FP
Growth.
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• Clustering algorithms: The main goal in these algorithms is to cluster or group
input data points into different classes or categories using just the features derived
from the input data alone and no other external information, as shown in Figure
2.9. Unlike classification, the output labels are unknown in advance of clustering.
There are different approaches to build clustering models, for example by using
means, medoids, hierarchies, and many more. Some popular clustering algorithms
include k-means, k-medoids, hierarchical clustering and the self-organizing or Ko-
honen map.

FIGURE 2.9: An example of how a clustering algorithm can be used to
separate data into classes; 3 in this example [65].

mm

Reinforcement learning

It is a method that aims at using observations gathered from the interaction with
the environment to take actions that would maximize the reward or minimize the
risk. The reinforcement learning algorithm (called the agent) continuously learns
from the environment in an iterative fashion. In the process, the agent learns from

18



Chapter 2. Literature Review

its experiences of the environment until it explores the full range of possible states
[66].

Semi-Supervised learning

This is where the system combines supervised learning methods with unsupervised
learning methods. This has the goal of improving generalization on supervised
tasks using unlabelled data [67].

2.4.3 Self-organizing Map (SOM) and self-Generating Model (SGM)

The Kohonen or Self-Organizing Map (SOM) algorithm uses a pre-determine matrix
of nodes each of which, initially, contains a random model of the type under inves-
tigation [68]. The input data model is compared with these nodes with the closest
match being declared the winning node or Best Matched Unit (BMU). The BMU’s
model is changed to align itself more closely with the input data pattern with the
amount of change being determined by a number of parameters including a learn-
ing rate. All other nodes within a pre-determined radius of the BMU are also subject
to changes governed by a 2D Gaussian envelope. The SOM will eventually converge
to a state where the matrix of nodes contains models that preserve the topology of
the input set. This method is ideal for reducing high dimensional data to, typically,
2D models.

The self-Generating Model (SGM) algorithm is like the SOM. In fact, it was de-
rived from it. It does not serve to preserve the topology of the input set and so a
major computing overhead of SOM’s is eliminated. When the BMU is chosen the
difference between it and the input pattern is measured and, if it is found to be
greater than a difference threshold, a new model node is created. As a result, SGM’s
have proven themselves to be more accurate and faster than the SOM’s on the same
data sets.

2.5 Knowledge Discovery from databases (KDD)

The Knowledge discovery in databases (KDD) [69] pipeline is the process of discov-
ering useful knowledge from a collection of data. Data, in its raw form, is just a
collection of objects (numbers, words, entities, etc.), where little information might
be obtained without some organisation. The development of information discov-
ery methods enabled useful information to be found in large data sets efficiently
and robustly. KDD processing includes data preparation and selection, data cleans-
ing, incorporating prior knowledge on data sets, and interpreting accurate solutions
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from the observed results. Major KDD application areas include marketing, eco-
nomics, and telecommunications. The goal here is to extract high-level knowledge
from low-level data.

2.5.1 Knowledge Discovery in Databases stages

As shown in Figure 2.10, Data Mining [70] is the pattern extraction phase within the
KDD pipeline and makes use of differing techniques of visualization, reduction of
dimensionality, and classification to construction of data models to efficiently find
data of interest. Data mining takes much of its inspiration and methodologies from
disciplines as diverse as statistical analysis, AI, management science, and informa-
tion systems in order for its standard activities of pattern recognition, mathematical
modelling, and database searching to be effectively implemented.

FIGURE 2.10: Knowledge Discovery stages [71].

2.5.1.1 Data selection

Selection and integration are fundamental to KDD processing. This reflects the na-
ture of data gathering; that target data may come from many different and hetero-
geneous sources [72]. Lines along which data can be integrated and selected include
relational databases, document collections, e-mails, photographs, video, and audio.

2.5.1.2 Data Pre-processing

The data pre-processing stage [73] is crucial since it deals with issues such as in-
complete data ( missing value), noisy data, and inconsistencies in the data selected
which will affect the quality of the results obtained in the KDD processing. The
pre-processing step attempts to reduce the complexity of the data and offers better
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conditions to subsequent analysis. Through this the nature of the data is better un-
derstood and the data analysis is performed more accurately and efficiently. Data
pre-processing is challenging as it involves extensive manual effort and time in de-
veloping the data operation scripts.

2.5.1.3 Transformation

This is the stage where data [74] are transformed and consolidated into forms appro-
priate for mining by performing summary or aggregation operations. The number
of effective variables is reduced and only useful features are selected to represent the
data more efficiently and effectively. In short, data is transformed into appropriate
forms making it ready for the data mining step.

2.5.1.4 Data Mining

Data mining [75] is the process by which search and querying performance on mas-
sive data sets is optimised against the imminent requirement for turning such data
into useful information in addition to knowledge. Data mining can take on several
types, the option chosen will depend on the desired outcomes.

FIGURE 2.11: Data Mining Is Multidisciplinary [70]

As stated above, data mining [70] is the pattern extraction phase within the KDD
pipeline and makes use of differing techniques of visualization, reduction of dimen-
sionality, and classification to construction of data models to efficiently find data of
interest. Accordance with Figure 2.11, Data mining takes much of its inspiration
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and methodologies from disciplines as diverse as statistical analysis, AI, manage-
ment science, and information systems in order for its standard activities of pattern
recognition, mathematical modelling, and database searching to be effectively im-
plemented.

2.5.1.5 Evaluation

In this step [76] results to be interpreted and evaluated to discover knowledge from
the patterns are analysed. This step evaluates the properties and usefulness of ex-
tracted patterns. In this step we also visualize the extracted patterns and models
and also visualize the data given to the extracted models.

2.5.2 Taxonomy of Data Mining Methods

Data mining is a very interdisciplinary field with many different classes of data
mining algorithms. Taxonomy is helpful for understanding the different kind of
methods as shown in Figure 2.12 below:

FIGURE 2.12: Data Mining Paradigms [77]

There are two type of data mining: [78] verification-oriented (the system veri-
fies the user’s hypothesis) and discovery-oriented (the system finds new rules and
patterns autonomously). Verification-oriented methods deal with the evaluation of
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a hypothesis proposed by external sources (like an expert). These methods include
the most common methods of traditional statistics, like goodness of fit test, tests of
hypotheses (e.g., t-test of means), and analysis of variance (ANOVA).

On the other hand, Discovery methods [79] are those that automatically identify
patterns in the data. The discovery method consists of descriptive methods that are
comprised of unsupervised learning functions or prediction-oriented methods. The
unsupervised learning functions do not predict a target value, but focus more on the
intrinsic structure, relations, interconnectedness, etc. of the data. The most common
models for descriptive methods are clustering and visualization.

2.5.2.1 Clustering analysis

Identifies clusters embedded in the data. A cluster is a collection of data objects that
are similar in some sense to one another. A good clustering method produces high-
quality clusters to ensure that the inter-cluster similarity is low and the intra-cluster
similarity is high; in other words, members of a cluster are more like each other than
they are like members of a different cluster.

2.5.2.2 Visualization analysis

Visualization analysis Analysis of visualization is the process of converting textual
or numerical data to meaningful images. This process, in other words, recognises
patterns like man’s way. Brain can make the understanding of patterns simpler.
The visualization can complement the data mining techniques referred to above.
The combination of data mining and data visualization, together with the enormous
storage space available in today’s data warehouse, can provide business decision
makers with valuable information.

2.5.2.3 Prediction-oriented methods

The other branch in discovery methods is Prediction-oriented methods That include
functions for supervised learning. These functions are designed to create a behav-
ioral model that collects new and unseen samples and can predict the values of one
or more sample variables. It also develops patterns that form the discovered knowl-
edge in a manner that is easy to understand and operate. Some Prediction-oriented
methods can also help understand the data. Regression and classification are the
most common models for prediction-oriented methods.
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The regression functions [80] are used to determine the relationship between the
dependent variable (target field) and one or more independent variables. The de-
pendent variable is the one whose values you want to predict, whereas the inde-
pendent variables are the variables that you base your prediction on. A Regression
Model defines three types of regression models: linear, polynomial, and logistic re-
gression. The model type attribute indicates the type of regression used.

The classification functions [81] try to discover relationships between the attributes
that would make it possible to predict the outcome. They are given a data set not
seen before, called the prediction set, which contains the same set of attributes, ex-
cept for the prediction attributes – not yet known. The algorithm analyses the input
and produces a prediction. The most common model in classification is support
vector machine, decision tree and neural network.

The Support Vector Machine (SVM) [82] is powerful, a state-of-the-art algorithm
with strong theoretical foundations.A SVM has strong regularization properties.
Regularization refers to the application of the model to new data. The ability to ap-
ply this technique to most problems and the ease of training the SVM is far beyond
the capacities of more traditional methods such as ANNs and radial basis functions.

The decision tree [83] algorithm is a mathematical graph theory based algorithm
that seeks to construct a tree (useful in the creation of data mining models) to con-
struct induction learning algorithm based on examples. This method makes it easy
to extract display rules, has smaller computation overheads, could display impor-
tant decision property, and own higher classification precision.

2.6 The Data sets

2.6.1 The MNIST database

The MNIST database [85] of handwritten digits, with each image labelled by the
integer, has a training set of 60,000 examples, in addition to a test set of 10,000 exam-
ples. It was collected by the US based National Institute of Standards and Technol-
ogy (NIST). The digits have been modified to have the same size-normalized and
centred in a fixed-size image such that the width or height of the bounding box
equals 28x28 pixels.

The MNIST database is a standard database for people researching learning tech-
niques and pattern recognition methods as it consists of real-world data that has
been pre-processed thus eliminating the need to expend effort on data formatting.
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FIGURE 2.13: MNIST dataset sample. [84]

The training set is used in the project to teach the algorithm to predict the correct
label, the integer, while the test is employed to check how accurate the artificial
neural network can become.

2.6.2 The TI46 speech dataset

The TI46 [86]: database is a corpus of 46 isolated of spoken words, digits, with each
word referred to the numbers from zero to nine, has a training set of 1594 samples,
in addition to a test set of 2594 samples. the corpus is intended for the evaluation of
Automated Speech Recognition (ASR) [87].

The HCopy tool provided as part of the Hidden Markov Model Toolkit (HTK)
was extracted from the samples in the TI46 corpus. Each frame (feature vector) has
13 static coefficients, 13 velocity coefficients (first derivatives), and 13 acceleration
coefficients (second derivatives) for a total of 39 coefficients. Pre-emphasis of the
first order was applied with a coefficient of 0.97. There were 23 channels of filter
banks (which show the amount of energy in each frequency region) and 22 coeffi-
cients of cepstral liftering (inverse filtering, This means that a signal is filtered on an
inverse Fourier transformation). The frame rate was 10 ms with a Hamming win-
dow of 25ms (a math function). It was selected these configuration parameters to
maximise the accuracy with which the end-pointed samples were identified by the
Hidden Markov Model (HMM) [88].

Using the HTK Speech Recognition Toolkit, the HMM classifier is implemented.
There are ten whole words of HMMs, one for each number, each with three states,
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FIGURE 2.14: A speech signals containing breathing noise and mouth
clicks and pops along with leading and trailing silence section. [89]

with three Gaussian mixtures in each state. Two additional models are defined for
working with non-endpointed samples to represent pauses in speech, sil and sp.
The sil model has three states and six mixtures in each state. The sp model has only
one state.

To simplify the classification task, end-pointing is the process of removing silence
from the beginning and end of an audio sample as shown in Figure 2.14. The short-
term energy for each frame is the sum of the absolute values of the amplitudes of the
sample in the frame. The final pointing is carried out by determining whether the
short-term energy of successive frames exceeds a defined threshold (to determine
the beginning of the utterance) or below a defined threshold (to determine the end
of the utterance). For example, look for three consecutive frames with energy above
the threshold to get the starting point; the first frame of the three is assumed to be
the beginning of the utterance.
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2.7 The Neural Network

A neuroscientist [90] Called Santiago Ramón Cajal conducted studies on the hu-
man nervous system in the late 19th century. Cajal found that the human nervous
system actually consisted of discrete neurons that communicated with signals pass-
ing through axons, dendrites and synapses. This discovery led to further research
identifying various types of neurons and the types of signals passed between them.
However, it was difficult for neurobiologists to understand how neurons worked
together to achieve such a high level of functionality.

It was not until the advancement of modern computing allowed researchers to
develop neural systems working models. These systems gave a better understand-
ing of how the brain’s neural system operates. In 1943, Warren McCulloch and
Walter Pitts [91] created an early neuron model. This model has become known
as a linear binary gate. With a series of inputs, a sum would be calculated against
normalized weight values in the range of either (0, 1) or (-1, 1) and would then be
associated with a particular input. Given a certain threshold, the output is one of
two binary classes based on whether or not the sum exceeds the threshold.

With this model of an artificial neuron, it has now been demonstrated that neu-
ron systems assembled into a finite state automaton can calculate any arbitrary
function if appropriate values for the weights between the neurons are provided.
Researchers continued to implement learning procedures that were able to find ap-
propriate weight values automatically, allowing a network to calculate any specific
function. As the years have gone by, more research was carried out. Basic neural
network attributes have been defined, different training methods have been created
and new network architectures have been implemented.

2.7.1 A BIO Neural Network (BNN) and An Artificial Neural Net-

work (ANN)

In Figure 2.15 (A) below, a visualization of a biological neuron is shown. The axon is
responsible for output connections from the nucleus to other neurons. The dendritic
tree receives input to the nucleus from other neurons. Electrochemical signals from
neurons (synapses) are aggregated in the nucleus. If the aggregation surpasses a
synaptic threshold, an electrochemical spike (synapse) propagates down the axon
to dendrites of other neurons.

In Figure 2.15 (B) An ANN, consisting of layers made up of interconnected neu-
rons that receive a set of inputs and a set of weights, is illustrated. The ANN per-
forms mathematical computations on the inputs and outputs the results as a set of
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“activations” that are analogous to synapses in biological neurons. While ANNs
typically consist of hundreds to maybe thousands of neurons, the biological neural
network of the human brain consists of billions [92].

(A)
(B)

FIGURE 2.15: A typical BNN and a simple ANN [93].

A neural network consists of four components: neurons, topology (the connec-
tivity path between neurons), weights and a learning algorithm.

Each of these components differ substantially between the biological neural net-
works of the human brain and the artificial neural networks expressed in software.

The table 2.3 compare the ANN and BNN in more details [92].
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TABLE 2.3: Compare between ANN and BNN

2.7.2 The most common neural network models

The four most common Neural Network topologies are:
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• Perceptron [94]: is a simple neuron node which has two inputs and one output
without a hidden layer.
• Radial Basis Function Network[95]: offers a viable alternative to the two-layer

neural network in many applications of signal processing. A common learning al-
gorithm for radial basis function networks is based on first choosing, randomly,
some data points as radial basis function centres and then using singular value de-
composition to solve for the weights of the network.
•Multilayer Perceptron networks [96]:trained with backpropagation. This is an ap-

propriate ANN for the task of parameter estimation, as the input can be an integral
number of values over a wide range and the output is also several values over a
range. In Chapter 3, we will explore this again in more details.
• Recurrent Neural Network [97]: it is called recurrent because it performs the

same task for every element of a sequence, with the output being dependent on the
previous computations.
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2.8 Data Compression

Database have become ubiquitous in today’s data drives society. Data compression
as a means of efficient storage and retrieval, have become increasingly important in
current database deployments [98].

Data compression methods [99] are used to convert an input stream (original raw
data) into a smaller output stream (compressed stream) . A stream may be a file or
a memory buffer. Data compression can also be defined as a scientific discipline for
compact information representation. These compact representations can be created
by identifying and using structures that exist in the data. Data can be in the form
of text file characters, numbers that are samples of speech or image waveforms, or
numerical sequences generated by other processes. Data compression techniques
fall into two categories:
• Lossless Data Compression
• Lossy Data Compression

2.8.1 Lossless Data Compression

Lossless compression [100] means that when the data is decompressed no data is
lost. By Decompressing the compressed data an exact replica of the original data is
obtained. The compressed file is generally used for storage and/or transmission. It
is necessary to decompress the file for general purposes.

Lossless Compression is typically used in [101] text files, database tables and
medical imaging. Some of the main techniques employed are Run Length Encoding,
Arthimatic Encoding, Shannon Fano, Lempel-Ziv-Welch, Huffman coding.

Compression without loss for audio signals is a requirement for high-quality
audio reproduction [101]. All audio formats ALAC (Apple Lossless Audio Codec),
RealPlayer and Monkey prefer lossless audio compression. Entropy coding is one
of the most widely used lossless compression techniques.

While the advantage in the Lossless Compression is that it maintains quality, the
main disadvantage is that the file size does not reduce as much as the loss compres-
sion [102].

2.8.1.1 Entropy Encoding

Entropy encoding is a lossless data compression scheme that doesn’t depend on the
medium’s particular characteristics [103].

One of the principle foarms of entropy coding creates and assigns a special and
unique prefix-free code to each special input symbol. These entropy encoders then
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compress data using the corresponding variable-length prefix-free output codeword
to replace each fixed-length input symbol. The length of each codeword is roughly
proportional to the probability’s negative logarithm. The most common symbols
therefore use the shortest codes. Huffman coding and arithmetic coding are two of
the most common entropy encoding techniques.

2.8.1.1.1 The Huffman coding
To encode a source symbol (such as a file character) Huffman coding [104] uses

variable length code based on the approximate probability of occurrence for each
possible source symbol value. In this compression technique a table is created bared
on the frequency of the occurrence of a symbol. Then a tree is generated from this
table with high-frequency symbols (with fewer bits) and less frequent symbols (with
many bits) are assigned to this tree. This generates the table of codes. Zip, ARG,
JPEG and MPEG are the most common applications using this code.

The disadvantage of the Huffman code [104] is that, due to different coding
lengths, decoding is difficult. the computational overhead for Huffman can be con-
siderable.

2.8.1.1.2 Arithmetic coding
Arithmetic coding [105] differs from other forms of entropy encoding, such as

Huffman coding, in that rather than separating the input into component symbols
and replacing each with a code, arithmetic coding encodes the entire message into a
single number, a fraction n where [0.0 n < 1.0).

2.8.1.2 Run Length Encoding (RLE)

RLE [106] is a simple algorithm for data compression that supports bitmap file for-
mats such as BMP. RLE essentially compresses data by minimizing the physical size
of repeated character strings. This repeating string is called a run that is typically
encoded in two bytes, the total number of characters is the run and the run count
is called and replaces runs of two or more characters of the same character with a
number that represents the length of the run followed by the real character and the
single character is encoded as runs of 1. When data redundancy is high, RLE is use-
ful and can also be used in combination with other compression techniques. The
most common applications use this code are TIFF, BMP, PDF.

RLE ’s [106] drawback can not achieve high compression ratios compared to
other advances in compression methods.
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2.8.2 Lossy Data Compression

Lossy compression algorithm is [107] ignore less important data in the compression
process with the result that an exact replica of the original file can not be obtained
from the compressed file. Lossy Compression is based on the assumption [107] that
more information is saved in recent data files than can be seen by humans. Digital
cameras can use lossy image compression to increase storage capacity with minimal
degradation of the image quality. Similarly, psychoacoustic digital compression is
used to remove audible signal components. Compression of human speech is of-
ten carried out using even more efficient techniques, so that "video compression "is
sometimes distinguished as a separate discipline from "audio compression".

Typically, for images JPEG uses lossy compression, while in audio MP3,and MP4
make use of such techniques.

The main advantage of lossy compression [108] is the compressed file can be
much smaller than its original size. The main disadvantage is the irreparable loss
of information. It can also not be used in all file types because it works by deleting
data. It is not advisable to use this technique to compress text because it has no
redundant information.

2.8.2.1 Discrete Cosine Transform (DCT)

A DCT [109] transforms a sequence of data points into a sum of cosine functions of
various frequencies. DCT is a lossy compression technique that is widely used for
the compression of images and audio. DCTs are used in the summation of cosine
waves oscillating at different frequencies to convert data. The DCT uses of cosine
functions, which makes it much more efficient than FFTs because fewer functions
are required to approximate a signal.

2.8.2.2 Discrete HAAR Wavelet Transform (DHWT)

Discrete Haar wavelet Transform [110] is an efficient way of compressing both loss-
less and lossy data. DWHT is one of the simplest and most basic space domain and
local frequency domain transformations. It depends on averaging and differentiat-
ing values in an image matrix to create a sparse or nearly sparse matrix . A sparse
matrix is a matrix that contains a large proportion of 0. A sparse matrix can be effi-
ciently stored, which results in smaller file sizes. This technique is the primary form
of compression used in the research undertaken in this report.
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2.9 Filter Bank

Filter banks are arrangements for the spectral decomposition and structure of sig-
nals of low pass, band-pass and high-pass filters. In many modern apps such as
audio and image code processing, they play an significant role. The reason for their
popularity is that the spectral parts of a signal can be rapidly extracted. Since most
filter banks have different sampling rates, they are also called multi-rate systems
[111].

FIGURE 2.16: M-channel filter bank [112].

In Figure 2.16, the input signal is decomposed into M so-called sub-band signals
by applying M different filters band-pass. Thus, each of the sub-band signals carries
information on the input signal in a particular frequency band. The blocks with
arrows pointing downwards indicate down sampling (sub-sampling) by factor N,
and the blocks with arrows pointing upwards indicate up sampling by N [112].

Sub-sampling by N means that only every N-th sample is taken. This operation
serves to reduce or eliminate redundancies in the M sub-band factor for which per-
fect reconstruction can be achieved. Perfect reconstruction means that the output
signal is a copy of the input signal with no further distortion than a time shift and
amplitude scaling. The DHWT is an example of wavelet based filter bank.

2.10 Multiresolution Wavelet Analysis

Generic wavelet transforms [113] perform multiresolution signal analysis on an in-
put signal. Multiresolution signal analysis is decomposes the signal into multiple
frequency bands, in order to process the signal in multiple frequency bands inde-
pendently. Therefore, in both time and frequency domains, the wavelet should have
compact support. Historically, it has been a difficult to find a kernel function that is
compact in both time and frequency domains.
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FIGURE 2.17: Multiresolution wavelet analysis of a transient signal in
the electrical power system [113].

Figure 2.17 shows a typical multi-resolution wavelet analysis for a transient sig-
nal of an electrical power system. The signal is decomposed with different reso-
lutions that match different wavelet scale factors. The signal components are well
presented in the figure in multiple frequency bands and the times of occurrence of
these components. This figure is a joint time-scale representation, with the vertical
axis representing the amplitude of wavelet components in each discrete scale.

2.11 Python

Python is becoming popular every day, replacing numerous common industry lan-
guages [114]. The primary reason why Python is popular is that:

• Python is popularly known for its simplicity as the beginners language.
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• Python assists developers from creation to implementation and maintenance
in being much more productive.

• In comparison to Java, C and C++, the syntax of Python is very easy and
high. Applications with less lines can therefore be created.

• Python has an extensive library collection.

for that The simplicity of python has resulted in a large number of libraries for
Machine learning and Data Science [114].

2.11.1 Python library for Machine Learning

For the work carried out in this report,the most appropriate Machine Learning li-
braries for Python are :

2.11.1.1 Tensorflow
The Tensorflow’s finest Open Source library. It was created by the Brain Team at

Google [115]. Nearly all Google apps use Machine Learning Tensorflow. It is only a
computing framework for the expression of algorithms that involve a large number
of tensor operations, since the use of Tensorflow as a series of operations on tensors
can be expressed as computational graphs. N-dimensional matrices representing
our data are tensors.

2.11.1.2 Numpy
Numpy is one of Python’s largest science and mathematics software libraries

[116]. For performing several tensor activities, tensorflow and other platforms uti-
lize Numpy internally. The Array interface is one of Numpy’s key features.

This interface can be used as an array of real numbers with n dimensions to
convey image, sound waves and raw binary streams. For machine learning and
data science, knowledge of Numpy is very important.

2.11.1.3 Keras
The Keras Machine Learning Library is one of the most significant. It makes it

simpler for Neural networks to express themselves. It also offers several utility for
data set processing, models compilation, performance assessment, graph visualiza-
tion, and much more.

2.11.1.4 Theano
Theano is a computational framework for multidimensional arrays computation

[117]. Theano is comparable to Tensorflow, but Theano is not as effective as Ten-
sorflow due to its failure to fit into manufacturing settings. Theano can be used in
prallel or distributed settings just like Tensorflow.
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2.12 Related Work

As it was mentioned before, Compression methods are rapidly being developed to
compress large data files such as images and audio, where data compression has
recently become more important in multimedia applications. With increasing tech-
nological growth and the entry into the digital age, a large amount of data must
be properly stored using efficient methods to generally compress data while main-
taining high quality and a marginal reduction in size [99]. For solving this conflict,
many compression algorithms are suggested by the researchers like lossy compres-
sion and lossless compression. However, still the researchers think of developing a
more suitable and more effective algorithm for achieving high compression and for
decompressing the original information back.

2.12.1 Related work in images

For this purpose, the researchers did sufficient work and are still working on this
scenario. Some of them are presented in this section; some research papers present
the use of one dimensional (1D) DCT technique to achieve a compressed model
for data compression. P.Kumar [118] presents the use of wavelet transformation
to compress image using wavelet technique. Gupta presented the use of 2D DCT
for compression of images [119]. Porwik [120] presents the use of different wavelet
techniques to achieve image compression. His work shows the efficiency and results
of different wavelet transformations special HWT. A similar work is presented Both
HWT and wavelet transform are investigated and implemented for image compres-
sion purposes. The use of these methods depends on the high decompression ratio
can provided 60-75%[121].

Moreover, wavelet transforms are commonly used for images with high PSNR to
obtain a high compression rate in the compressed data and is used in lossy compres-
sion methods for some of the data compression standards [122]. In contrast to the
discrete cosine transformation, the wavelet transformation is not based on trigono-
metric function but piece-wise functions and so wavelets handle data discontinuities
better.

For instance, previous works using Haar image compression include an appli-
cation for adaptive data hiding for images by dividing the original image into 8x8
sub - blocks and then reconstructing the images after compression with decent qual-
ity [123]. In addition, wavelet transformation has been used to digitally compress
fingerprints and reconstruct original images via approximation components, hori-
zontal detail, vertical detail and diagonal detail from of the input image [124].
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In recent years, the implementation of ANNs in image processing applications
has increased significantly. Image compression using wavelet transform and a neu-
ral network has been proposed [125]. In addition, for different applications, dif-
ferent image compression techniques were combined with a neural network classi-
fier. A neural network model called direct classification was also proposed; this is
a hybrid between a subset of the self-organising Kohonen model and the model of
adaptive resonance theory to compress the image data [126]. An algorithm based on
vector quantization image compression has been proposed based on a competitive
neural networks quantizer and neural networks predictor [127] [128].

More work has recently emerged on the application of ANNs to imaging. Neural
multi-resolution filter bank (MRNN) and its potential as a coding transformation for
a sub-band coding framework has been proposed [129].

A method of direct solution for compression of images using neural networks
[130] has been suggested using image compression based on the principle compo-
nent analysis. In addition, It was suggested in 2005 that a neural network quantizer
could be used compress an image at a high compression ratio with loss and then
compressing the error image without loss. This results in an image that is not only
strictly lossless, but is also expected to produce a high compression ratio, especially
if the loss compression technique is decent [131].

2.12.2 Related work in Audio

For speech compression, various techniques is implemented . Transform coding is
based on compression of signal by removing redundancies is presented in [132] . It
is a process of transforming signal into compressed or compact form so that the sig-
nal could be stored with less bandwidth. In this paper DCT and DWT based speech
compression techniques are implemented with Run Length Encoding, Huffmann
Encoding. Reconstructed signals are compared using factors like Signal to Noise
Ratio (SNR), Peak Signal to Noise Ratio (PSNR). Jaber and Tanboura [133] gave a
lossy algorithm to compress speech signal using DWT techniques. Due to growth
of multimedia technology over the past decade, demand for digital information has
increased. The only way to overcome this situation is to compress the information
signal by removing the redundancies present in them. The compression ratio can
be easily varied by using wavelets while other methods have fixed compression ra-
tios. they presented Increasing the scale value in wavelet-based speech coder gives
higher compression ratios, but this cost decreasing in quality of the speech signal.
Habib Harding and Aisha-Hassan [134] described the importance and need for au-
dio compression. Audio compression has become one of the most basic technologies
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of this period.
Besides, a lot of work has been done in speech recognition [135], [136]. A com-

puter intelligence solution usually uses a classifier to recognise speech. Three most
commonly used classifiers are: Dynamic time warping (DTW), hidden Markov model
(HMM) and artificial neural networks (ANN). Researchers have used these tech-
niques with various constraints to obtain robust results. A combination of ANN
and HMM with spatio-temporal ANN used on a small number of speech samples
[137]. A vector based on the wavelet features is tested with DTW . Another approach
to speech recognition uses wavelet transformation and ANN as the final classifier
in an ASR speaker [135]. The study proposes a fuzzy inference system (WPAN-
FIS) based on a wavelet packet adaptive network. The sample speech signals are
reported to be 92% accurate. Detailed methodologies exist for the recognition of
speech by using Short-Time Fourier Transformation (STFT) with ANN as the final
classification [138]. STFT is the analysis technique based on the constant size of the
window when the speech sample is analysed.The suggested technique is based on
the wavelet analysis that can analyze a speech sample using a differential window
size based on the speech segment frequency [138].

A speech recognition support system called BizVoice is proposed to access speech
during a session and convert voice data to text data using speech recognition tech-
nology [139]. During a classroom session at Aoyama Gakuin University, the effi-
ciency of the system was evaluated. In [140], a system based on a combination of the
deep bidirectional LSTM recurrent neural network (RNN) architecture and the Tem-
porary Contortionist Classification Objective function is presented. The approach
transcribes audio data directly with text. The error rate is reported at 6.7 %. The
work shows the transcription of speech at the level of character using a RNN. An
interesting way to recognise speech using convolutionary neural networks (CNNs)
is presented in[141]. Results show a 6-10 % reduction in error due to CNNs. The
speech in this paper [141] is analysed using a Hamming window of 25 ms with a
fixed frame rate of 10 ms. Data samples are standardised to a zero mean and unit
variance.

An approximate method is proposed to convert a feed-forward NNLM to a back-
off ngram language model [142]. The model is used to recognise speech. The ap-
proach can be used for efficient decoding of the non-back-off language model. The
work in[143] uses deep RNN for speech recognition. The approach is evaluated
on the second challenge of CHiME (track 2) and Aurora-4 tasks, which show an
improvement of 7 percent and 4 percent respectively. The accelerated implemen-
tation of the Lithuanian isolated word recognition system is presented [144]. Two
databases are used for testing the approach . The first database contains 100 words,
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each ten times pronounced. The second database consists of ten words each spo-
ken ten times by ten speakers. The work in [145] presents a DTW-based approach
to speech recognition in an intelligent electric wheelchair (Dynamic Time Warping).
Mel Frequency Cepstral Coefficients (MFCCs) are used to obtain key features. The
voice signals are then transformed into different commands. To recognise isolated
Urdu words, an approach based on linear discriminant analysis is presented in[146].
52 Mel Frequency Cepstral Coefficients are extracted for each item in the database
for the purpose of classification. In the system, audio samples of seven speakers
were used. For most samples, the percentage error of less than 33 percent is re-
ported.

A comparative analysis of features based on DWT and MFCC is presented that
[147] the word database is selected from the most commonly used Urdu words. For
speech recognition, a system using an open source language recognition framework
called Sphinx4 was presented in [148]. The language recognition targets the Urdu
language with a 52 isolated words vocabulary.

2.13 Summary

In this chapter a review of the literature to find the current state of play in relevant
ML space was undertaken.The definitions, algorithms, and applications for AI, ML,
KDD, ANN, The MINIST data set, and the T146 speech set were presented and their
contentions discussed. concepts pertaining to compressed data, Multi-resolution
Analysis, and Filter banks were discussed along with some of their more common
application .

The next chapter provides a detailed explanation of ANNs and how the network
architecture was selected for the work presented in this research.
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Artificial Neural Networks

3.1 Overview

The mathematical model of a neural network is considerably simple than biological
neural networks [92]. Furthermore such networks are based on more than a few
assumptions. One of them is that all neurons are synchronised; the signal passing
from one neuron to another takes the same time for all connections.

Another significant assumption is that every neuron is a transfer function, which
determines a neuron’s output signal based on the input signal’s strength, and is
time-independent.

Once the signal passes the synapse, it is assumed change to linearly, i.e. the sig-
nal value is multiplied by a number known as synaptic weight. These assumptions
greatly simplify the initial biological neural network. Despite these simplifications,
artificial neural networks still preserve the most significant characteristics of biolog-
ical networks - adaptability and ability to learn [92].

In general, an ANN is a set of artificial neurons arranged in layers. It is a power-
ful tool for solving problems such as classification or prediction [149]. Feed-forward
neural networks are the most commonly encountered and are used in many diverse
applications. Back-propagation algorithm is the mostly used method in the training
of feed-forward neural networks, but it is also used, along with modified versions
of the algorithm, in the training of other types of neural networks.

This chapter describes the multi-layer feed-forward back-propagation algorithm
used for supervised learning. The choice of the network architecture is discussed, in-
cluding the numbers of hidden neurons and layers, this number of input and output
nodes. Concepts such as the bias, learning rate, the momentum, synaptic weight,
epochs and activation functions are also introduced.
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3.2 The fundamentals of ANN

Figure 3.1 shows a typical multi-layer ANN are divided into layers. Input and
output neurons form visible input and output layers. Hidden neuron layers provide
the inter-connectivity from the input layer to the output layer. Every neuron, except
for input neurons, is connected by synapses with all neurons of the previous layer
[149].

FIGURE 3.1: A schematic diagram of artificial neural network and ar-
chitecture of the feed forward network with one hidden layer.

3.2.1 The Layers of ANNs

Input Layer

This layer has neurons take input vectors that encode external environment actions
or information. Input neurons do not perform any type of computation, but only
pass the impact to neurons in the next layer (the first hidden layer) [150].

Output Layer

It receives and transforms signals from the preceding layer’s neurons. These values
represent the entire neural network’s output [150].
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Hidden Layer

These neurons receive the signal from the input neurons, or preceding hidden layer
neurons in multi-layer ANNs, process it and then transmit the resulting signals to
the next layer’s neurons( hidden or output) [150].

In most implementations, there is no clear way to determine the best number
of hidden neurons without training several networks to estimate the generalisation
error for each network.

Too few hidden units can cause a high training error due to under-fitting. Too
many hidden units can result in a low training error, but still have a high generali-
sation error due to over-fitting.

Furthermore, if the number of neurons is lower than the complexity of the prob-
lem data, it leads to under-fitting [151].

A common Rule of thumb method for determining the correct number of neu-
rons in the hidden layers states that [151]:

• The number of hidden neurons should be in the range between the size of
the input layer and the size of the output layer.
• The number of hidden neurons should be 2/3 of the input layer size, plus
the size of the output layer.
• The number of hidden neurons should be less than twice the input layer
size.

3.2.2 Synaptic Weight

The idea of synaptic weight is a foundation concept in artificial neural networks. A
set of weighted inputs allows each artificial neuron or node in the system to pro-
duce related outputs. Professionals dealing with machine learning and artificial
intelligence projects where artificial neural networks for similar systems are used
often talk about weight as a function of both biological and technological systems.

The most important feature of synaptic weight is that it changes over time. Time
dependence makes it possible for the brain to react differently at different times on
the same input. The most common synaptic weight initialisation method selects
small random numbers with zero mean and uniform distribution value [152].

3.2.3 The Bias

Bias is just like an intercept added in a linear equation. It is an additional neuron
added to each pre-input layer that contains the value of one. It is connected to any
previous layer and consequently doesn’t represent a true activity [150]. which is
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used to adjust the output along with the weighted sum of the inputs to the neuron.
Moreover, bias value allows you to shift the activation function to either right or left.

output = sum(inputs ∗ weights) + bias (3.1)

The output is calculated by multiplying the inputs with their weights and then
passing it through an activation function like the sigmoid function, etc. Here, bias
acts like a constant which helps the model to fit the given data. The steepness of the
sigmoid depends on the weight of the inputs.

It allows you to move the line down and up fitting the prediction with the data
better. If the bias is absent then the line will pass through the origin (0, 0) and you
will get a poorer fit.

3.2.4 Gradient Descent

Gradient descent is an efficient optimisation algorithm that works by trying to find a
local or global function minimum. It allows a model to use the gradient or direction
to reduce errors (differences between the existing y and the predicted y). As the
model iterates, it converges gradually to a minimum where further adjustments to
the parameters lead to little or no loss change. Thus, the learning process enables
corrective updates to the learned estimates that move the model towards an optimal
parameter combination convergence [153].

The alternative to the process of gradient descent would be a brute force a ap-
proach with a potentially infinite combination of parameters to identify the set that
minimises the cost.

Learning rate [152] is a gradient descent parameter. It is a number between 0
and 1 that determines how quickly the ANN adjusts to the training data patterns.
It isn’t necessarily constant and can decrease or increase over time. This parameter
must be carefully selected; too small a parameter makes the learning process slow
and too large it can cause a undesirable divergent behaviour in loss function.

3.2.5 The ANN algorithm using Gradient Descent

A short overview of feed-forward neural networks is presented here. Feed-forward
neural networks with gradient descent are the most widely used in a variety of
applications . Therefore, this type of ANN is chosen to illustrate the artificial Neural
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network. The back-propagation algorithm is also described in detail. The back-
propagation algorithm is the most commonly used algorithm in the training of feed-
forward neural networks, but it is also used in the training of other types of neural
networks together with the modified versions of the algorithm.

Feed-forward Neural networks

The neuron can be considered to be a simple machine of black box transforming
input signals into output. Operation of the model can be summarised as follows:

• Neuron synapse inputs receive N signals[A1, ..., AN].
• Each synapse changes the signal linearly using its synaptic weightAiwi.
• The set of weighted [A1w1, ..., ANwN] are summed.
• An additional input value with a weight value of one to represent a
neuron’s threshold or bias [154] can be added to the sum of input signal.
• The sum, xN, applied to activation function.
• Output is given.

The summation function is executed as:

FIGURE 3.2: Node from ANN training procedure.

xN =
N

∑
i=1

Aiwi + θ (3.2)

In this case:

•N is the number of synaptic weights for all layer neurons. This number
is determined by the number of neurons in the previous layer and is the
same for all the neurons in the same layer.
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•xN is the calculate the weighted sum of the inputs f a non-linear transfer
function (activation function, will be discussed in section 3.3) to produce
the current output for the neuron [152].
• the final signal is sent to the next layer (ŷ).

ŷ = f (xN) (3.3)

The network transmits the input vector from layer to layer and calculates the
outputs sequentially for all the neurons of that layer. For the next layer these outputs
form an input vector. The output signals are calculated from the previous layer
output signals for each neuron in the layer (except for input neurons).

Initially weights for all layers are randomly assigned process varies the threshold
and weight coefficients to minimise the sum of the square of the differences between
calculated ŷ and required output value y . This is achieved by reducing the loss
function, L:

L = ∑
1
2
(y− ŷ)2 (3.4)

The back-propagation Algorithm

The change in the weight resulting from this error reduction is fed back into earlier
layers using back-propagation[155]. During back-propagation, synaptic weights are
adjusted to produce a smaller error value δ. These adjustments are derived from the
error obtained in equation 3.5. The idea is to propagate the error signal (computed
in one forward teaching step) back to all neurons connected to the output neuron
being considered.

If the sigmoid function is used as activation function and square error as loss
function we can rewrite it as

δ =
∂L
∂ŷ

=
∂(1

2 ∑(y− ŷ)2)

∂ŷ
= (y− ŷ) (3.5)

During this propagation phase the nodal weights in each layer are left unchanged
initially. Errors for these nodes are calculated and the the weight adjusted to re-
duce these errors. These are then fed back into the previous layer (with initially
unchanged weights) with errors for this layer now calculated. Weights for nodes in
this layer are changed to reduce the error and the process continues to the next layer
back until all layers are processed [154].

The equation in 3.6 show how the δ error values at Each Node are calculated for
the ANN in Figure 3.3.
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FIGURE 3.3: Calculation of the Error at Each Node and weight updat-
ing in propagation process.

To minimise the error, Gradient Descent is often used. The weights for the layers
in the ANN are adjusted and updating as per the equation in 3.7.

Here f ′(x) refers to the derivative with respect to x of the activation function
(sigmoid function) in the hidden layer and η is the learning rate parameter.

Output_error(δ4) = (target-output) x derivative of the output

δ4 = (y− ŷ)× f ′4(x) = (y− ŷ)× (1− ŷ)× ŷ

δ1 = w7 × δ4 × f ′1(x) = w7 × δ4 × (1− f1(x))× f1(x)

δ2 = w8 × δ4 × f ′2(x) = w8 × δ4 × (1− f2(x))× f2(x)

δ3 = w9 × δ4 × f ′3(x) = w9 × δ4 × (1− f3(x))× f3(x)

(3.6)

new_weight = old_weight + (learning_rate× error_value× input)

47



Chapter 3. Artificial Neural Networks

w1 = w1 + ηδ1A1

w2 = w2 + ηδ2A1

w3 = w3 + ηδ3A1

w4 = w4 + ηδ1A2

w5 = w5 + ηδ2A2

w6 = w6 + ηδ3A2

w7 = w7 + ηδ4 f1(x)

w8 = w8 + ηδ4 f2(x)

w9 = w9 + ηδ4 f3(x)

(3.7)

FIGURE 3.4: ANN after the weights are now adjusted to minimize the
error in the output.

In Figure 3.4, if the ANN runs again with these new values, as the weights are
now adjusted to minimize the error in the output. The output node errors have
now been reduced compared to earlier. In other words, our network has learned to
classify our first training example better; i.e it is learning.

This process is repeated with all other examples in the input dataset. It is then
said that the ANN has learned from these examples.
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3.2.6 Other fundamentals effect in ANN

Momentum

Momentum [156] influences the way in which previous weights affect the current
one. It helps prevent the algorithm from being stuck in a local minimum. This value
must also be carefully selected and experimentally determined. Momentum can be
omited in an ANN. However, it can greatly improve the performance of the ANN
and is therefore commonly used.

If the momentum is high, the rate of learning should be set lower. A large mo-
mentum value can result in the convergence happening quickly. However, if both
the momentum and the learning rate are maintained at a high level, the minimum
could be missed with a big step.

Epochs

One epoch has elapsed when the whole dataset [156] is passed forward and back-
ward once through the ANN.

As the number of epochs increases, the weights in the ANN change and the the
model of ANN goes from underfitting to optimal to overfitting.

Batches

The batch is a group of samples. The gradient descent of mini-batches is the recom-
mended gradient descent variant for most applications, especially in deep learning
[152].

Mini-batch sizes, commonly referred to as batch sizes for briefness, are often
tuned to a computer architecture on which the implementation is carried out; e.g.
powers of two that fit the GPU or CPU hardware’s memory requirements.

For batches:

• Small sizes provide a learning process that converges rapidly at the cost
of noise.
• Large values give a learning process that converges slowly with accu-
rate estimates of the error gradient.

Regularisation

It’s a technique used the problem of overfitting of the ANN [153]. Two types of
regularisations are:

• L1 Regularisation or Lasso Regularisation
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Introduces an error penalty function that is the sum of the absolute
weight values; i.e.

L(x, y) =
n

∑
i=1

(yi − wixi)
2 + ρ

π

∑
i=1
|wi|︸ ︷︷ ︸

Error Function(L1).

(3.8)

where ρ is the penalty term or regularisation parameter that deter-
mines how much to the weights and i is input variables.

When ρ is zero then the regularisation term becomes zero. We are
back to the original loss function.

In L1 regularisation we penalise the absolute value of the weights.
• L2 Regularisation or Ridge Regularisation

In L2 regularisation, the sum of square of all feature weights is used
(as shown equation 3.9). It forces the weights to be small but does not
make them zero.

L2 is not robust to outliers as the squared terms amplifies the error
differences of the outliers and the regularisation term tries to fix it by
penalising these weights.

L(x, y) =
n

∑
i=1

(yi − wixi)
2 + ρ

π

∑
i=1

(w)2

︸ ︷︷ ︸
Error Function (L2)

(3.9)

3.3 Activation Functions

The main purpose of the activation function is to convert an input signal of a node
in an ANN to an output signal. This signal becomes an input to the nodes at the
next layer [157].

In an ANN layer the sum of input products (x) and their corresponding weights
(w) use the activation function f (x) to create that layer’s output feed to the next
layer [157]. The output signal would be a simple linear function if the activation
function was not applied. A linear equation is easy to solve, but its complexity
is limited and it has less power to learn complex functional mappings from input
data. An ANN without an activation function would simply be a linear regression
model with limited appeal. Therefore, an ANN would not be able to learn effectively
without an activation function [158].

Some of the popular Types Of activation functions described in the following
sections.
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TABLE 3.1: Different Activation Functions for ANN.

3.3.1 Sigmoid

The Sigmoid function has the mathematical form:

f (x) =
1

1 + e−x (3.10)

Its derivative is
f ′(x) = f (x)(1− f (x)) (3.11)

FIGURE 3.5: Sigmoid Function and derivative of it [159].

The sigmoid function domain is R and its range is [0,1]. Large negative numbers
are effectively 0 and large positive numbers effectively 1. The sigmoid function [160]
has historically been used because it mimics well the firing rate of a neuron; from
not firing at all (0) to fully saturated firing at a maximum frequency (1).

51



Chapter 3. Artificial Neural Networks

It has two main disadvantages: sigmoid saturates and kills gradients. A very
able characteristic of the sigmoid function is that when the activation of the neuron
saturates at either tail of 0 or 1 the gradient is almost zero in these regions. Therefore,
if the local gradient is very small, it can effectively kill the gradient and almost no
signal flows through the neuron to its weights and its data. In addition, extra caution
must be paid when initialising the weights of sigmoid neurons in order to prevent
saturation. If the initial weights are too large, for example, most neurons would be
saturated and the network doesn’t effectively learn.

3.3.2 Rectified Linear Units (ReLU)

In the last few years, ReLU has become popular. The threshold of this activation
function is zero [161]. The function is defined:

f (x) = max(0, x) (3.12)

The derivative of ReLU is

f ′(x) =


1 : x > ε

0 : x ≤ ε

(3.13)

FIGURE 3.6: ReLU Function and its derivative [159]

There are several advantages and disadvantages with the use of ReLUs [161].
The main advantages is the convergence of stochastic gradient descent, compared
to the sigmoid and tanh functions, is greatly accelerated. It is argued that this is
because of its linear, unsaturated shape. In addition, tanh and sigmoid neurons in-
volve costly operations (exponentials, etc.), whereas the ReLU can be implemented
simply by setting a zero activation matrix.
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However, ReLU units can be fragile and die during training. For example, a
large gradient that flows through a ReLU neuron can update the weights so that the
neuron never again activates at any data point. If this happens, the gradient that
flows through the unit from that point is zero forever. The ReLU units can therefore
die irreversibly during training.

Leaky ReLU

Leaky ReLU is an attempt to solve the problem of a dying ReLU. Instead of having
zero for x < 0, a leaky ReLU has a small negative slope [161]. The function is defined:

f (x) =


αx x < 1

x x >= 1
(3.14)

where α is a small constant.

(A) (B)

FIGURE 3.7: (A) ReLU Function (B) Leak ReLU Function [159]

3.2.10.2 Softplus

Softplus is a smooth rectifier approximation. Its mathematical formula is

f (x) = ln(1 + ex) (3.15)

The derivative is

f ′(x) =
1

1 + e−x (3.16)
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The softplus derivative is the logistical function. The ReLU and softplus are
largely similar, except near zero, where the Softplus is smooth and distinguishable
[162]. However, it is much easier and more efficient to calculate ReLU and its deriva-
tive than the softplus function in its form. However, the non-linear nature of the
softplus activation function is necessary for deep ANNs. Furthermore, it doesn’t
suffer from saturation at large values as happens to the sigmoid.

FIGURE 3.8: Softplus Function and derivative of it [162]

3.2.10.3 Hyperbolic Tangent Function- Tanh

FIGURE 3.9: Tanh Function and its derivative [159]

Like the sigmoid neuron, tanh activations saturate, but its output is zero-centered,
unlike the sigmoid neuron. Note also that the tanh neuron is just a scaled sigmoid
neuron. Its mathematical formula is
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f (x) =
1− e−2x

1 + e−2x (3.17)

The derivative is

f ′(x) = 1− ( f (x))2 (3.18)

3.4 Example of simple ANN.

To illustrate the backpropagation training algorithm, let’s consider the ANN below:

FIGURE 3.10: Example ANN illustrating backpropagation training al-
gorithm.

This network, shown in Figure 3.10, has two nodes in the input layer, two nodes
in the hidden layer, and a single node in the output layer. Assume that the nodes
have a Sigmoid activation and the learning rate is 0.01.So let’s:

(1) Perform a forward pass on the network.
(2) Perform a reverse pass (training) once (target = 0.5).
(3) Perform a further forward pass and comment on the result.
from equation 3.2 to calculate the sum of production. a Sigmoid activation func-

tion from equation 3.10.

x1 = (0.3× 0.1) + (0.9× 0.8) + 1 = 1.75

f1(x1) = 1/(1 + e−1.75) = 0.852

x2 = (0.3× 0.4) + (0.9× 0.6) + 1 = 1.66

f2(x2) = 1/(1 + e−1.66) = 0.840
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x3 = (0.852× .3) + (0.84× 0.9) + 1 = 2.012

f3(x3) = ŷ = 1/(1 + e−2.012) = 0.882

The equation in 3.6 show how the delta error values are calculated for the ANN
in Figure 3.11.

FIGURE 3.11: Example backpropagation error calculation algorithm.

δ3 = (y− ŷ)× (1− ŷ)× ŷ = (0.55− 0.882)× (1− 0.882)× 0.882 = −0.0322

δ1 = w5× δ3× (1− f1(x))× f1(x) = 0.3×−0.332× (1− 0.852)× 0.852 = −1.22x10−3

δ2 = w6× δ3× (1− f2(x))× f2(x) = 0.9×−0.332× (1− 0.84)× 0.84 = −3.90x10−3

The weights for the layers in the ANN are adjusted and updating as per the
equation in 3.7

w1 = w1 + ηδ1A1 = 0.1 + (0.01×−1.22x10−3 × 0.3) = 0.099

w2 = w2 + ηδ2A1 = 0.4 + (0.01×−3.90× 10−3 × 0.3) = 0.399

w3 = w3 + ηδ1A2 = 0.8 + (0.01×−1.22x10−3 × 0.9) = 0.799

w4 = w4 + ηδ2A2 = 0.6 + (0.01×−3.90x10−3 × 0.9) = 0.599

w5 = w5 + ηδ3 f1(x1) = 0.3 + (0.01×−0.0322× 0.852) = 0.299

w6 = w6 + ηδ3 f2(x2) = 0.9 + (0.01×−0.0322× 0.840) = 0.899

repeat the process after updating the weight
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x1 = (0.3× 0.099) + (0.9× 0.799) + 1 = 1.748

f1(x1) = 1/(1 + e−1.75) = 0.851

x2 = (0.3× 0.399) + (0.9× 0.599) + 1 = 1.656

f2(x2) = 1/(1 + e−1.66) = 0.839

x3 = (0.851× .299) + (0.839× 0.899) + 1 = 2.009

f3(x3) = ŷ = 1/(1 + e−2.012) = 0.869

The old error was = (0.55-0.882) = -0.332 and the new error is = (0.55-0.869) =
-0.319.

Therefore, the error has reduced. The training continues until the network con-
verges to a solution with acceptable tolerance of error, or reaches the maximum
defined number of iterations or epochs.

3.5 Summary

This chapter has examined, in details, the multi-layer feed-forward back-propagation
algorithm that belongs to the group of ML algorithms called supervised learning.
The mechanisms of how an ANN can learn were also considered along with the
issues pertaining to ANN architecture selection.

In the next chapter the Haar Wavelet Transform will be examined in detail along
with its use in image compression.
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Haar Wavelet Transform

4.1 Overview

As mentioned previously, The Haar wavelet transform (HWT) is widely used in
several specialised data processing applications for signal and image processing. In
this chapter the following are covered:

• Fundamental definitions and the different kinds of wavelets.
• The fundamentals of the Haar wavelet transform.

4.2 Wavelet

A wavelet [163] is a mathematical function that decomposes data into different fre-
quency components allowing each component to be studied while matching a res-
olution to its scale. In fact, wavelets are functions that transform data using scal-
able, orthogonal, and, in some cases, complete mathematical functions. In many
fields, such as image analysis, communication systems, bio-medical imaging, radar
and other signal processing domains, the wavelet is an excellent tool. The use of
wavelets, for these purposes, is relatively recent although the theory is not new. A
wavelet transform is the representation of a function using wavelets.

4.2.1 Examples of Wavelet Family

Each family of wavelets [163] has a different shape, smoothness and compactness
and is useful for a different purpose. As it is shown in Figure 4.1. The two mathe-
matical conditions a wavelet has to satisfy are the normalisation and orthogonalisa-
tion constraints. A wavelet must have finite energy and zero mean.

Finite energy means that it is localised in time and frequency; it is integrable and
the inner product between the wavelet and the signal always exists. A zero mean
in the time-domain therefore a zero at zero frequency, necessary to ensure that it is
integrable and the inverse of the wavelet transform can also be calculated.
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4.2.1.1 Haar wavelet
The Haar wavelet [164] is the simplest orthonormal wavelet basis. The Haar

wavelet is conceptually simple, memory efficient, exactly reversible (without the
edge effects characteristic of other wavelets) and computationally cheap. The Haar
transform does not have overlapping windows and measures only changes between
adjacent pixel pairs. it uses just two scaling and wavelet function coefficients, thus
calculates pair wise averages and differences.

4.2.1.2 Daubechies
The Daubechies wavelet family [165] is the most popular wavelet family used

for texture feature analysis, due to orthogonal and compact support abilities. The
Daubechies wavelet uses overlapping windows, so the results reflect all changes be-
tween pixel intensities. The Daubechies D4 transform has four wavelet and scaling
coefficients. The sum of the scaling function coefficients are one, thus the calculation
is averaging over four adjacent pixels.

4.2.1.3 Symlets
Symlets [165] are Daubechies least symmetric wavelets and are very compactly

supported. The construction of symlets is very similar to that of Daubechies but
their symmetry is stronger than that of Daubechies. Because, the associated scaling
filters are near linear-phase filters.

4.2.1.4 Gabor
Gabor wavelets were invented by Dennis Gabor [166] using complex functions

constructed to serve as a basis for Fourier transforms in information theory appli-
cations. They are also closely related to Morlet wavelets and Gabor filters. The
important property of the wavelet is that it minimised the product of its standard
deviations in the time and frequency domain; the uncertainty in information car-
ried by this wavelet is minimised. However they have the downside of being non-
orthogonal, so efficient decomposition into the basis is difficult. Since their incep-
tion, various applications have appeared, from image processing to analysing neu-
rons in the human visual system.

4.2.1.5 Coiflets
Coiflets [164] were originally derived from the Daubechies wavelet. They have

an even higher computational overhead and use windows that overlap more. Coiflets
use six scaling and wavelet function coefficients. This increase in pixel averaging
and differencing leads to a smoother wavelet and increased capabilities in several
image-processing techniques (de-noising images, etc.). The filter follows the same
structure as both Haar and Daubechies. It calculates both averages and differences
using the same format, only with six adjacent pixels.
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Daubechies wavelet families are more complex and generally have a higher com-
putational overhead than the Haar Wavelet. In some applications, the Haar wavelet
performs better than Daubechies wavelets, especially in image compression [165].

FIGURE 4.1: Several Wavelet families: haar, daubechies, coiflet and
symmlet. [167].

4.2.2 Wavelet Transform

The Fourier transform uses a series of sine-waves with different frequencies to anal-
yse a signal; i.e. signal is represented through a linear combination of sine-waves.
The Wavelet Transform uses a series of functions called wavelets essentially a small
wave each with a different scale.

As shown in Figure 4.2, the main difference between a sine wave and a wavelet
is that the sine-wave is not localise in time or space (it stretches out from -infinity
to +infinity) while a wavelet is localized in time or space. This allows the wavelet
transform to obtain time-information in addition to frequency information.
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FIGURE 4.2: The difference between a sine-wave and a wavelet. The
sine-wave is infinitely long and the wavelet is localised in time [168].

Since the Wavelet is localized in time, we can multiply our signal with the wavelet
at different locations in time; This procedure is known as a convolution. This con-
volution process is repeated for all scaled and translated wavelets in the filter bank
[168].

4.3 The Discrete Wavelet Transform

The Discrete Wavelet Transform (DWT) [169] is an execution of the wavelet trans-
formation using a discrete set of wavelet scales and translations that comply with
certain rules. In other words, this transformation breaks down the signal into a
mutually orthogonal set of wavelets. The wavelet is obtained by scaling as

ψ(x) =
∞

∑
k=−∞

(−1)ka(n−1−k)ψ(2x− k) (4.1)

Where n is an integer, even. The wavelet set forms an orthonormal base for
decomposing signals. Note that usually only a few of the coefficients are nonzero,
which simplifies the calculations significantly [169]. The discrete Haar wavelet trans-
formation (HWT) is the easiest of all discrete wavelet transformations.

4.4 The 1-D Haar wavelet transform

To demonstrate this process, consider a 1-D image ( Figure 4.3) with a resolution of
eight pixels, having values [32 0 16 64 128 64 32 16].

.

FIGURE 4.3: a 1-D image with a resolution of eight pixels
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This image can be represented by calculating a wavelet transform via the Haar
Wavelet basis. Start by pairing the pixels to get the lower resolution image. Start by
averaging the pixels together, pairwise, to get the lower resolution image.

[16 40 96 24]

In this example, the information is lost by averaging process, in this case the
termed detail coefficients which contain information about the original image are
needed. The first coefficient is 16 because 32-16=16 and 0+16=16. The second co-
efficient is -24 because 16-(-24)=40 and 64+(-24)=40. Similarly the third and fourth
coefficients can be found to be 32 and 8 respectively. Then the original image has
been decomposed into a lower resolution image with detail coefficients as follows
in Table 4.1:

TABLE 4.1: 1D Haar wavelet transform

Resolution Averages Detail Coefficients

8 [32 0 16 64 128 64 32 16]

4 [16 40 96 24] [16 -24 32 8]

2 [28 60] [-12 36]

1 [44] [-16]

Then the wavelet transform (or wavelet decomposition) of the original image
is the single coefficient (essentially the pairwise average over all the eight pixels)
followed by the detail coefficients:

[44 -16 -12 36 16 -24 32 8]

The process of averaging and differencing recursively is called a filter bank. In
this process, no information was obtained or lost: the original image had 8 pixel
values and eight coefficients in the transformed image. An image can be rebuilt to
any resolution given the details and transformation coefficients.

4.4.1 The 1-D Haar basis functions

The images will be considered as piece by piece at a half-open interval in this sec-
tion[ 0,1). It will also use a vector space concept (mainly a vector collection defined
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.

FIGURE 4.4: The intensity profile of a line image.

by addition and scalar multiplication). Thus addition of vectors, scaling and sub-
traction (addition after scaling by -1) are allowed in this space.

Consider in Figure 4.4 "line-image" (mainly a line of various intensities pixels).
Through statistics, the intensities of the pixels can be represented in a graph similar
to a histogram. That pixel is represented essentially by a rectangle whose width is
determined by the number of pixels in the "line-image," and whose height is deter-
mined by a vertical intensity scale. It is this representation that will promote the
change from thinking of images to functions as graphical objects.

For example, the one-pixel image can be likened to a function which is constant
over the entire interval [0,1). it can be liken each constant function over the interval
[0,1) to a vector and It is known as the space of all such vectorsV0. In a similar way,
a two-pixel image is a function having two constant pieces over the intervals [0, .5)
and [.5, 1). It is called the space of all vectors of this type V1.

Continuing in this manner, the vector space Vn includes all piecewise-constant
functions defined on the half-open unit interval [0,1) with constant pieces over each
of the 2n equally sized half-open sub-intervals. Since each vector in Vn is a function
defined on the unit interval then every vector in Vn is contained in Vn+1. The vector
spaces are nested subspaces: i.e.
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V0 ⊂ V1 ⊂ V2 ⊂ ..... (4.2)

To define a basis set for the vector space Vn the functions which make up the
basis set for Vn scaling functions. The symbol of these functions are φ A simple
basis for Vn is given by the set of scaled and translated box functions:

φn
m(x) := φ(2nx−m)m = 0, . . . , 2n − 1 (4.3)

where

φ(x) =


1 0 ≤ x < 1

0 otherwise.
(4.4)

For more Explanation, this the eight box functions forming a basis are shown in
Figure 4.5:

4.5.1.1 Support of a function

The support of a function is the region of the domain for which the function is non-
zero. Therefore the support of φ2

1(x) above would be [1/4, 1/2). Functions which
have support over a finite interval are said to have compact support. There for all
the box functions forming a basis for Vn have compact support.

4.5.1.2 Function Innerproduct

To define an innerproduct on the vector space to facilitate the construction of an
orthogonal (and orthonormal) basis set of functions. For example, the standard in-
tegral innerproduct.

〈 f |g〉 :=
∫ 1

0
f (x)g(x)dx (4.5)

will suffice. Any two vectors ~u and ~v and are mutually orthogonal if 〈~u|~v〉 = 0.
Similarly any two box functions in the same space, Vn, will be mutually orthogonal
since, the support for each box function is located in a region which no other box
function in that space has its support.

〈φn
m|φn

p〉 = 0⇔ m 6= p (4.6)
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FIGURE 4.5: The box function basis for an eight pixel line image

So, the definition of orthogonal complement Wn to Vn in Vn+1 where Wn is the
space of all function in Vn+1 which are orthogonal to all functions in Vn under the
defined innerproduct on Vn+1.

A collection of linearly independent functions spanning Wn are called wavelets
and are denoted φn

m(x).
It can be liken the wavelets in Wn as being functions which can represent parts
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of a function in Vn+1 which cannot be represented in Vn. Thus the detail coefficients
are essentially the coefficients of the wavelet basis functions.

The wavelets corresponding to the box functions are known as Haar wavelets
defined:

ψn
m(x) := ψ(2nx−m)m = 0, . . . , 2n − 1 (4.7)

where

ψ(x) =


1 0 ≤ x < 1

2

−1 1
2 ≤ x < 1

0 otherwise.

(4.8)

In Figure 4.6 the four Haar wavelets spanning W2.

FIGURE 4.6: The four Haar wavelets spanning W2.
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This time the more sophisticated ideas from this section are applied to the prob-
lem. Start by expressing the image I(x) as a linear combination of the box basis
functions in V3

(4.9)
or more graphically in Figure 4.7:

.

FIGURE 4.7: The 8 pixel image as a linear combination of box functions
in V3 Here the coefficients are just the eight original pixel values [32 0

16 64 128 64 32 16]
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By rewriting that in terms of the V2 and W2 base functions using the first stage
of pairwise averaging and differencing

.
(4.10)

and then in terms of the basis functions ofV1 , W1 andW2 ; i.e. the second stage
of averaging and differencing

.
(4.11)

These are shown for the image in Figure 4.8.

.

FIGURE 4.8: (a) The first stage averaging and differencing for the 8 pixel
image. (b) The second stage averaging and differencing for the 8 pixel

image.
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Finally re-write the expression in terms of the basis functions for V0, W0 and W1.

.
(4.12)

.

FIGURE 4.9: The final stage decomposition of the 8 pixel image.

The coefficients of the Figure 4.9 for the Haar wavelet transform of the original
image are the detail coefficients mentioned previously. The eight functions above
constitute the Haar basis for V3. So, instead of using the usual four box functions,
we can use ψ0

0, ψ0
0, ψ0

1, ψ1
1, ψ2

0, ψ2
1, ψ2

2, ψ2
3 to represent the overall average, broad detail

and the two stages of finer detail which a function can have in V3. For Vn (where
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n>3) the Haar basis includes these eight functions plus higher resolution functions
which are even narrower versions of the wavelet ψ(x).

Orthogonality and Normalisation

The Haar basis has different property than wavelet bases orthogonality. This means
that bases orthogonality have elemental functions stronger condition to each other
than wavelets only being orthogonal to all the scaling functions at the same hier-
archy n. Normalisation is another important property of some wavelet bases. This
property is satisfied by a basis function if

〈u|u〉 = 1 (4.13)

The Haar basis can be normalised by multiplying the original basis by
√

2n:

ϕn
m(x) :=

√
2n ϕ(2nx−m)

ψn
m(x) :=

√
2nψ(2nx−m)

(4.14)

The
√

2n factor is chosen to satisfy the condition uu=1. With this new definition,
the new normalised coefficients are obtained by dividing the old coefficients by

√
2n.

Thus, for the running example, the unnormalised coefficients [44 -16 -12 36 16 -24
32 8] become [44-16-12/2 36/2 8-12164] It will become apparent that using a basis
that is both orthogonal and normalised, termed orthonormal, is advantageous when
compressing an image or function.

Wavelet Compression

The objective is to express th information originally contained in a set of data using
a smaller set with or without information loss. The function f (x) which is made up
of a linear combination of basis functionu(x):

f (x) =
m

∑
i=1

aiui(x) (4.15)

The unique data for this function consists of the coefficients a1, ..., am. To repre-
sent f (x) using fewer coefficients by using a different basis (canonical transforma-
tions). So given a specified error, ε, we want to find

f̂ (x) =
m̂

∑
i=1

aiui(x) (4.16)
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such that
m̂ < m and ‖ f (x)− f̂ (x) ‖< ε (4.17)

for some norm defined on the space of f (x). When rebuild a basis, u1, . . . , um̂ a
few coefficients is provided a good approximation to f (x). This search for a new
basis (as done for canonical transformations of any basis: recti-linear to spherical,
etc.) is very involved and so approximating f (x) for the basis f (x) was originally
expressed with.

Compression means representing a function with as few coefficients as possi-
ble as opposed to encoding that refers to storing the information in as few bits as
possible. Subtle but important difference.

One method of compression is to order the coefficients, a1, ..., am, so that for every
m < m̂, the first m̂ elements of the sequence give the best approximation for f (x) as
measured in the L2 norm. If the basis is orthonormal then the problem is relatively
straightforward.

Since the Haar basis is orthonormal the problem admits a solution readily. By let-
ting π(i)be a permutation of 1, ..., m and f̂ (x)be a function that uses the coefficients
corresponding to the first m̂ numbers of the permutation π(i):

f̂ (x) =
m̂

∑
i=1

cπ(i)uπ(i) (4.18)

The square of the L2 error in this approximation is given by

. (4.19)

Therefore, the square of the L2 error is just the sum of the squares of the coeffi-
cients. In order to minimise the error for any given the best choice of π(i) is the
permutation which sorts the coefficients in decreasing magnitude: i.e. π(i) satisfies

|aπ(1)| ≥ ... ≥ |aπ(m)| (4.20)

To apply L2 compression to the coefficients by ignoring or omitting those which
have the smallest magnitude. this is shown in FIG 4.10.
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FIGURE 4.10: Various “compressions” of an analog signal (dashed) us-
ing haar wavelets.

By varying the amount of compression, a series of approximations which become
more coarse as more coefficients are left out. The original 16 coefficients approxi-
mates the dashed line curve well whereas the final 2 coefficients image is a crude
approximation to the original.

To visualise the situation Figure 4.11 the general Shape of the Haar Wavelet, with
respect to the averaging and differencing calculation done. The two pixel’s are lo-
cated in a line image of 2n pixels. Naturally, each pixel is mapped to an interval of
width (1

2)
n and the two pixels correspond to the (k-1)-th and k-th pixels.

The two pixels average is located exactly half way between the two levels of
intensity (shown in red in Figure 4.11). The region outlined with a blue dashed line
is the mathematical function that needs to be added to the average to restore the
average of the two original pixel values. Therefore, the blue region corresponds
to the detail coefficient and is a Haar wavelet. The average corresponds to a box
function of a lower resolution and hence lower V space. In this example the average
box function would belong to V(n−1) and the Haar wavelets to W(n−1) with the
union of these space being the space Vn.
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FIGURE 4.11: How the Haar wavelet (in blue) restores pixel values after
averaging and differencing is performed.

4.5 Compression of 2D image with Haar Wavelet Tech-

nique

Standard decomposition and non-standard decomposition are the two common meth-
ods used to transform image pixels using wavelets. The benefits, complexity and
overhead computational of each will be considered in turn.

4.5.1 Non-Standard Decomposition

This wavelet transform performs operations alternatively between rows and columns.
First, on each pixel value on each row the pairwise averaging and differencing is per-
formed . Then, followed by pairwise averaging and differencing on each column.
The process is repeated recursively only on the quadrant containing the averages of
both directions.

4.5.2 Standard Decomposition

In standard decomposition of an image, the 1-D wavelet transform is applied to each
row of pixel values to obtain the which gives us an average value and difference val-
ues for each row of pixels. These transformed rows are then treated as a 2-D image,
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and then the columns are transformed using a 1-D wavelet transformation. The re-
sult is an image with the same dimensions as the original image which consists of
coefficients of difference and a single overall average value for the whole image. In
Figures 4.12, 4.13, 4.14, 4,15 and 4.16 shown example of Standard Decomposition

FIGURE 4.12: Original Image

FIGURE 4.13: The first decomposition of an image along the rows

FIGURE 4.14: The decomposition of an image along all rows
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FIGURE 4.15: The first decomposition of an image down the column

FIGURE 4.16: The decomposition of an image in all columns

The original image can be reconstructed by reverse averaging and differentia-
tion from the transformed image Without Information Loss. Therefore, the picture
results in a lossless compression. However, Lossy compression must be considered
in order to achieve a greater degree of compression.
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4.5.3 Lossy Compression

As mentioned in the Standard Decomposition example, loss of information must be
considered when any degree of compression is required.

First a non-negative threshold value ε is chosen. Any detail coefficient in the
transformed data with a magnitude below or equal to ε is set to zero. This increases
the number of zeros in the transformed matrix and reduces the amount of non-zero
data stored. When this ε is used, approximations at the original image created. The
setting of the threshold value is very important, as the quality of the compressed
image is highly dependent on it. There are various threshold methods, such as hard
thresholds, soft thresholds and universal thresholds.Hard thresholds are used here
and defined as:

T(ε, x) =


0 I f |x| < ε

x otherwise.
(4.21)

The image compression ratio is calculated by the number of non-zero elements
in the original matrix; The threshold is applied to the detail coefficients only to ob-
tain a desired level of compression in the image. This means that all magnitude
coefficients below the thresholds are removed. In Figure 4.18 different compression
ratios are shown for the image.

FIGURE 4.17: original image
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(A) 10% (B) 70%

(C) 80% (D) 90%

(E) 95% (F) 99%

FIGURE 4.18: Different compression ratios for the image in figure 4.17.
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4.6 Summary

This chapter recommends a simple but efficient calculation scheme for the com-
pression of images and signals using the Haar wavelet transformation. The pro-
posed work aims to develop computationally efficient and effective compression
algorithms using wavelet techniques for loss image compression.

In next chapter 5, the HWT is applied to the input data (MINIST and TI46 datasets)
and a supervised neural network based on the back propagation learning algorithm
is used to determine optimum compression ratios.
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Simulation Results And Analysis
Using simple one hidden Layer ANN

5.1 Overview

In this chapter, the HWT is applied to the MNIST and TI46 Data-sets as a means
of reducing the input data to the ANN. The accuracy of the ANN as a function
of the HWT compression and the activation function is measured and the optimal
configuration of the ANN determined.

In these experiments, a HP Z640 with a Xeon CPU at 2.4 GHz, 16 GB RAM,
Ubuntu 15.10 with anaconda was used. The ANN used had one hidden layer and
utilised back-propagation (BP).

5.1.1 ANN overview

ANN models have been shown to be suitable for data processing will be considered
by comparing the efficiency and accuracy of systems using the sigmoid and softplus
functions applied to the two databases; MNIST and T146.

The simple one hidden Layer ANN configuration used for each set of features
had the following in both activation function sigmoid and softplus applied to the
two data-sets in Table 5.1.

5.2 Experiment using the MNIST Dataset

This experiment is split into two parts. The first part is to apply the HWT to the
input images. The second part is to feed the image to the ANN using two types
of different activation functions sigmoid and softplus, measure the accuracy of the
ANN as a function of compression and determine the optimal configuration of the
ANN.
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TABLE 5.1: The simple one hidden Layer ANN configuration used for
each set of features.

MNIST T146

sigmoid softplus sigmoid softplus

Hidden nodes 1500 1500 4500 4500

learning rate 0.001 0.001 0.01 0.01

momentum 0.001 0.001 0.001 0.001

batch size 40 40 50 50

initial weights -1.0 : 1.0 -0.1 : 0.1 -1.0 : 1.0 -0.1 : 0.1

Regulisation 0.0 0.01 0.0 0.01

epochs 250 450 400 600

When the HWT is applied, optimal computational requirements are determined
by applying different compression thresholds to the HWT detail coefficients while
monitoring the image quality. The resulting reconstructed images showed that im-
age quality and significant image details can be maintained while achieving high
compression rates.

The Proposed algorithm used in these experiments is illustrated in Figure 5.1.

FIGURE 5.1: The algorithm for HWT for MNIST data-set before feed to
the ANN .
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These experiments were conducted on the MNIST data-set. All digits are nor-
malised, centred and re-sized from a 28x28 to a 32x32 image. The training set was
divided in 10000 patterns for training (1000 images per digit). The testing set was
divided into 1000 patterns for training (100 images per digit). The Haar compres-
sion was applied to the data-set, with seven different compression ratios (50%, 60%,
70%, 80%, 85%, 90% and 95%) as shown in Figure 5.2.

5.2.1 ANN configuration

To select the configuration for each feature such as hidden layer nodes, learning rate
and epochs was used to ensure achieving the best results where a test of variety of
ANN configurations to generate the one that gives the best predictions for the data.
By running the same model on the same training set MNIST data-sets and the best
configuration for the other features but with different configurations for the feature
each time and selecting the network with the best performance.

As mention in table 5.1, the ANN configuration used for each set of features
had the following values after testing to get the high accuracy for the ANN in both
activation function sigmoid and softplus:

•Momentum rate: It was fixed at 0.001. The accuracy didn’t change ap-
preciably when this rate was remain unchanged by multiples of 0.00001.
• The number of hidden nodes was set to 1500 after testing at 100, 1000,
1500, 1700 and 2000. As shown in Figure 5.3
• The batch size was set to 40 after testing it 10, 15, 20, 35, 40 and 100 .
This shown in Figure 5.4.
• The learning rate was selected to be 0.001 after testing it at 0.00001,
0.0001, 0.001, 0.01 and 0.1). As shown in Figure 5.5.
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(A) Original (B) 70%

(C) 80% (D) 85%

(E) 90% (F) 95%

FIGURE 5.2: Examples of decomposes image of MNIST database af-
ter compressed using HWT showing how the image be blurry in high

compression ratios.
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FIGURE 5.3: Testing for different numbers of nodes in the hidden layer.

FIGURE 5.4: Accuracy vs batch size for chosen ANN.

The following experiments were conducted without HWT compression on the
input. The ANN, using the sigmoid activation function, the initialised weights on
nodes were normalised between -1.0 and 1.0. The regularisation was set at 0. The
accuracy was plotted against epochs to ascertain the optimum accuracy in Figure
5.6, It can be seen to reach a max of 99.5% for 250 epochs.

For the ANN, using softplus activation function, the initialised weights on nodes
were normalised between -0.1 and 0.1. The regularisation was set at 0.01; any-other
value caused under-fitting or over-fitting in the network. For this softplus ANN,
the accuracy was plotted vs epochs in Figure 5.7. The optimum accuracy of 99%
was achieved at 450 epochs.
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FIGURE 5.5: Accuracy vs learning rate for chosen ANN.

FIGURE 5.6: Accuracy vs no. of epochs for the ANN using the sigmoid
activation function.

FIGURE 5.7: Accuracy vs no. of epochs for the ANN using the softplus
activation function.
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Results

The ANN performance on the test data with HWT is shown in Table 5.2. For the
compression ratio was set at 50%, 60%, 70% and 80% the recognition rate accuracy
for tests using sigmoid was 94.3% and softplus tests yielded 92.6%. However, the
recognition rate decreased significantly for compression ratios greater than 85% This
was due to the relatively small size (32x32) of the MNIST images.

Figure 5.8 gives a confusion matrix about the highest result details about MNIST
data-set with softplus and sigmoid activation function.

TABLE 5.2: The Accuracy for MNIST test set

The image signature Accuracy using sigmoid Accuracy using softplus

Compression ratio 0% 94.3% 92.6%

Compression ratio 50% 94.3% 92.6%

Compression ratio 60% 94.3% 92.6%

Compression ratio 70% 94.3% 92.6%

Compression ratio 80% 94.3% 92.6%

Compression ratio 85% 91% 88.9%

Compression ratio 90% 79.9% 76%

Compression ratio 95% 68.2% 64.2%

5.2.2 Experiment using the TI46 Data-sets

As with MNIST, this experiment is split into two parts. The first part is the applica-
tion of HWT to the audio signal. The second part is to feed the signal into an ANN
using either sigmoid or softplus. The accuracy of the ANN as a function of HWT
compression is measured and the optimal configuration of the ANN determined.

The optimum computational requirements are determined by applying differ-
ent compression thresholds to the HWT coefficients while checking the audio qual-
ity. The resulting reconstructed audio showed that audio quality can be maintained
while achieving high compression rates with reduced computational overheads.

The algorithm for TI46 (non end-pointed set and end-pointed set) is

1. Read the Audio from the user.
2. Convert the .mfc file to excel file using Matlab.
3. Reshape the 2-D Matrix to 1-D.
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(A) The testing result using sigmoid activation function.

(B) The testing result using softplus activation function.

FIGURE 5.8: Confusion matrix for the highest testing result using
MNIST dataset.
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4. get the size for each audio, and resize all of them by if the number is
less than 4096 add 0 until become 4096. on other hand if the number is
more than 4096 cut the rest of them.
5. Apply 1-D DWT using Haar wavelets over the audio.
6. For the computation of Haar wavelet transform, set the threshold Com-
pression Ratios value i.e., the percentage threshold for serving detail co-
efficients.
7. Reconstruct an estimate of the original audio by applying the corre-
sponding inverse transform.
8. Display the resulting audio and comment on the quality of the audio.
9. Compare different Compression Ratios for corresponding reconstructed
audio.
10. The same process is repeated for different signal and the performance
determined.

FIGURE 5.9: The algorithm for HWT for TI46 Data-sets before feed to
the ANN.

5.2.3 The ANN configuration

To select the configuration for each feature such as hidden layer nodes, learning
rate and epochs was used to ensure achieving the best results where a test of variety
of ANN configurations to generate the one that gives the best predictions for the
data. By running the same model on the same training set TI46 data-sets and the
best configuration for the other features but with different configurations for the
feature each time and selecting the network with the best performance.
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The ANN configuration used for each feature for TI46 data-sets for the ANN in
both activation function sigmoid and softplus, as mention before in Table 5.1, was:

•momentum rate 0.001.
•decrease constant 0.00001.
•Hidden layer nodes 4500. The Hidden layer nodes value of 4500 was
selected after testing at value of 1500, 2000, 3000, 4000, 4500, 4700 and
5000. The plot in Figure 5.10 shown accuracy vs hidden layer nodes for
this ANN.

FIGURE 5.10: Accuracy vs hidden layer nodes for this ANN using TI46
non end-pointed data-set.

•The optimum learning rate was found to be 0.01, as shown Figure 5.11.

FIGURE 5.11: Accuracy vs learning rate for this ANN using TI46 non
end-pointed data-set.

For the ANN using the sigmoid activation function, the initialised weights on nodes
were normalised between -1.0 and 1.0 with the regularisation set to 0. As shown in
Figure 5.12, the accuracy reached a maximum of 99.8% for 400 epochs.

The ANN using the softplus activation function had initialised weights on nodes
were normalised between -0.1 and 0.1 and the regularisation was set to 0.01. A
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FIGURE 5.12: The accuracy vs epochs for the ANN using sigmoid acti-
vation function on the using TI46 non end-pointed data-set.

maximum of 600 iterations (epochs) was imposed because the accuracy reached a
maximum of 99.5% for this number of epochs as shown in Figure 5.13.

FIGURE 5.13: The accuracy vs epochs for the ANN using softplus acti-
vation function on the using TI46 non end-pointed data-set.

All signals are normalised and resized to 4096. The testing set was divided into
1500 patterns for training (150 audio per digit). As for the MNIST experiment, seven
compression ratios (50%, 60%, 70%, 80%,82%, 85%, 90% and 95%) were applied.

5.2.4 Results

The performance of the ANN using sigmoid activation function on the TI46 non-
end point data is shown in table 5.3. A 96.52% recognition rate was achieved when
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TABLE 5.3: The Accuracy for TI46 non end-point test set.

The signature Accuracy using sigmoid Accuracy using softplus

Compression ratio 0% 96.52% 93.24%

Compression ratio 50% 96.52% 93.24%

Compression ratio 60% 96.52% 93.24%

Compression ratio 70% 96.52% 93.24%

Compression ratio 80% 96.52% 93.24%

Compression ratio 82% 96.52% 93.24%

Compression ratio 85% 92.08% 86.32%

Compression ratio 90% 87.56% 71.46%

Compression ratio 95% 79.32% 65.23%

the compression ratio was 82% or less. However, for compression ratios greater than
85% the recognition rate fell significantly. The tests using softplus yielded 93.24%
recognition rate when the compression ratio was set 82% or less. However, for com-
pression ratios greater than 85% the recognition rate fell significantly.

The performance of the ANN function on the TI46 end point data is shown in
table 5.4. For using sigmoid activation function 98.8% recognition rate was achieved
when the compression ratio was 82% or less. For compression ratios greater than
85%, the recognition rate fell significantly. On the other hand, tests using softplus
yielded 97.32% recognition rate when the compression ratio was set 82% or less.
Again, however, for compression ratios greater than 85%, the recognition rate fell
significantly.

In
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TABLE 5.4: The Accuracy for TI46 end-point test set.

The TI46 signature Accuracy using sigmoid Accuracy using softplus

Compression ratio 0% 98.80% 97.32%

Compression ratio 50% 98.80% 97.32%

Compression ratio 60% 98.80% 97.32%

Compression ratio 70% 98.80% 97.32%

Compression ratio 80% 98.80% 97.32%

Compression ratio 82% 98.80% 97.32%

Compression ratio 85% 98.80% 96.24%

Compression ratio 90% 94.76% 90.57%

Compression ratio 95% 92.62% 88.34%

5.3 Summary

In this chapter, The HWT was applied to the input data (MNIST Data-set and TI46
Data-set) and an ANN used to ascertain optimum compression rates. By, keeping
the quality of the data considerably same even after cut off details coefficients from
the data. It can be conducted from the observed values of the experimental study,
that the HWT approach when applied 80% to MNIST Data-set compression and
82% to TI46 Data-set compression can provide better results than any other high
percentage of data compression. In addition to this ANN using sigmoid activation
function is better than ANN using softplus activation function with higher accuracy
and less of epochs.

In the next chapter, both data-sets will be used in a supervised ANN from the
keras library to determine optimum compression. Comparison between the ANNs
in this chapter and the Keras library are made and conduction drawn.
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(A) The testing result using sigmoid activation function TI46 non
end-point test set.

(B) The testing result using sigmoid activation function TI46
end-point test set.

FIGURE 5.14: Confusion matrix for the TI46 data-sets with the best re-
sult.
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Chapter 6

Simulation Results And Analysis
Using Keras

In this section, the Keras python library is used in order to add additional hidden
layers to the ANN and to analyse the impact these addition layers have on the re-
sults with the two activation functions, sigmoid and softplus. The experiments with
keras use the same number of hidden nodes and epochs that were used in Chapter
5 to allow a comparative analysis.

6.1 Overview of Keras

Keras [172] is a modular Python-based neural network library that can run on either
TensorFlow or Theano. Keras is one of the leading high-level neural network APIs.
It supports multiple back-end neural network computation engines. The library was
designed to allow users to implement deep learning models easily ; enabling quick
progress from concept to deployment. Furthermore, Keras [173] can run on both a
CPU and a GPU, making it very efficient computationally.

In short, Keras provides the benefits of large acceptance, support for a wide spec-
trum of manufacturing deployment, integration with at least five backend motors
(TensorFlow, CNTK, Theano, MXNet, and PlaidML), and powerful support for var-
ious GPUs and distributed training.

A nice design feature of Keras is the availability of neural layers, cost functions,
optimizers, initialisation schemes, activation functions and regularisation schemes
as standalone modules that can be readily combined to create new models. Thus,
new modules are simple to add either as new classes and/or functions.

6.1.1 The parameters of Keras

The user first defines a model with Keras [172], which can be selected from a se-
quential model or a graph model. In a sequential model the layers are stacked and a
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layer output feeds the next layer input until the output layer is reached. The graph
model allows users to take the output from a desired layer and feed the output to
a desired layer, allowing multiple output networks to be generated or receiving the
output in the model’s intermediate layer.

The following parameters are used in the implementation of keras [173]:

• The optimizer
This parameter determines the model’s learning and convergence. In
Keras there are many predefined optimizers, such as stochastic gradi-
ent descend (SGD), Adam, RMSprop, and Adagrad. Each optimizer has
its own parameters, but the learning rate is common to all of them. This
parameter defines how much the nodal weights are changed after each
epoch; i.e, the weight change will be higher for a high learning rate than
for a small learning rate. Another important parameter is weight decline;
an additional term in the weight update rule that causes weights to de-
cline to zero exponentially if no other update is planned.
• Loss
The loss parameter, defines the objective of the training that the model
has to optimize. There are many different objectives defined, for exam-
ple: mean square error (MSE), mean squared logarithmic error (MSLE),
categorical crossentropy that computes the logarithmic difference of the
output with all the classes, and many more
•Metrics
After each training step this parameter allows the user to see the model’s
accuracy.
• Dropout
Dropout is a technique of regularisation used to reduce deep neural net-
work overfitting. In addition, as the resulting network becomes smaller
it speeds up the learning process. Dropout means that during the learn-
ing process neurons are literally dropped (temporarily). Input and hid-
den neurons, along with their incoming and outgoing connections, are
removed from the network architecture. These neurons are removed ran-
domly.

With the model compiled, the training can be started. The Keras function to
train a model is called “fit” and has a lot of parameters that can be modified as well,
which are listed in Table 6.1
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TABLE 6.1: The Definition/ Purpose for the parameters for our model.

Parameter Definition/ Purpose

X A Numpy training data array.

Y A target data Numpy array.

Batch size number of samples per update gradient.

No. of epochs number of times over training data to iterate.

Callbacks
This parameter allows the user to save the weights of the
network after each epoch if the loss is lower than any pre-
vious value.

Validation Data is a sub-set validating the performance of the model.

Shuffle enables the user to shuffle the training data after each
epoch automatically.

6.1.2 Keras parameters used

The selected parameters for this experiment are as follows:

• The Model: The sequential model with dense layers, using the add
method. It is a linear stack of layers, and the layers can be described very
simply.
• Optimizer: Adam (ADAptive Moment estimation) was the optimizer
used because of the relatively low memory requirements.
• Loss: The objective decided for this task has to be the "categorical
crossentropy" since it is the most accurate parameter for performing a
classification with multiple classes. Furthermore, in the MNIST dataset
problem (where you have images of the numbers 0,1, 2, 3, 4, 5, 6, 7, 8, and
9) categorical crossentropy gives the probability that an image of a num-
ber is, for example, a 4 or a 9. Mathematically, this function calculates in
Equation 6.1.

H(p, q) = xp(x)log(q(x)) (6.1)

where H(p, q) is the cross-entropy between p and q with p, and q define
two distributions of probability.
• Metrics: The accuracy metric computes the accuracy rate across all
predictions.
•The ANN configuration using keras library setup as Table 6.2
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TABLE 6.2: The ANN using keras library configuration used for each
set of features.

MNIST T146

sigmoid softplus sigmoid softplus

Hidden nodes 1500 1500 4500 4500

learning rate 0.001 0.001 0.01 0.01

batch size 40 40 50 50

Drop out(uniform) 0.0 : 1.0 0.0 : 1.0 0.0 : 1.0 0.0 : 1.0

epochs 250 250 450 450

6.2 Experiment using the MNIST Data-set

These experiments were conducted on the MNIST database. The training set was
divided was 10,000 patterns for training (1,000 images per digit). The testing set
was divided into 1000 patterns for training (100 images per digit). Haar compression
was applied to the data-set, with seven different compression ratios (50%, 60%,70%,
80%, 85%, 90% and 95%).

The training parameters for ANN using keras were chosen to be the same with
ANN Using simple one hidden Layer to compare the performance for each one :

•The batch size was set to 40.
•The number of epochs selected was 250.
•The ANN consisting of 1, 2, 3 , 4 and 5 hidden layers are considered in these
experiments with 1500 nodes in each layer.
• For tuning the dropout, it was selected uniform between (0 and 1) .

6.2.1 Result using the MNIST Data-set

The performance scores as a function of the number of hidden layers can be seen
in Table 6.2 and Table 6.3, There is an improvement after the addition of the second
hidden layer. The addition of more hidden layers, however, doesn’t lead to further
improvements. In some cases, the results are somewhat worse. As mentioned [174],
increasing the number of hidden layers much more than the sufficient number of
layers will cause accuracy in the test set to decrease . It will cause ANN to overfit
to the training set. Therefore, it will learn the training data, but it won’t be able to
generalise to new unseen data.

For example in Figure 6.1, in (A) this model showing that the loss in test is de-
creasing witch mean more accuracy result. on other hand, (B) the overfitting starts
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to occur earlier for the model having four hidden layers (having more capacity).
This overfitting point can be seen as when the validation cost stops decreasing and
starts to increase.

(A) The two hidden layers ANN. (B) The four hidden layers ANN.

FIGURE 6.1: the two models of ANN using softplus showing the dif-
ferent loss in both training and testing .

The recognition rate for tests using sigmoid was 95% when the compression ratio
was set at 50%, 60%, 70% and 80% using two hidden layers. However, the recog-
nition rate decreased significantly for compression ratios greater than 85% or by
adding more hidden layers. On the other hand, the softplus tests yielded a recogni-
tion rate of 95.2%, the confusion matrix for this result shown in Figure 6.2, when the
compression ratio was set at 50%, 60%, 70% and 80% while using two hidden lay-
ers. The recognition rate decreased significantly for compression ratios greater than
85% or by adding more hidden layers. As mentioned [175], a problem with sigmoid
functions is that they relatively quickly saturate in its limit values. on other hand,
the function softplus does not suffer from vanishing gradient problem, and this is
what may happened in the ANN. Because, sigmoid maps the actual number line to
a "small" [0, 1] range, particularly with a very flat function on most number line. As
a consequence, wide areas of the input field are mapped to a very small range.
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TABLE 6.3: Accuracy as function of the number of hidden layers for
various applied compression ratios using the sigmoid activation func-

tion by using the MNIST Data-set.

The image signature 1 Layer 2 Layers 3 Layers 4 Layers 5 Layers

Compression ratio 0% 94.8% 95% 94.5% 93.6% 91%

Compression ratio 50% 94.8% 95% 94.5% 93.6% 91%

Compression ratio 60% 94.8% 95% 94.5% 93.6% 91%

Compression ratio 70% 94.8% 95% 94.5% 93.6% 91%

Compression ratio 80% 94.8% 95% 94.5% 93.6% 91%

Compression ratio 85% 92.7% 93.3% 92.6% 89% 83.9%

Compression ratio 90% 84.1% 84.4% 81.5% 76.8% 71.2%

Compression ratio 95% 64.4% 67.9% 61.7% 53.2% 50%

TABLE 6.4: Accuracy as function of the number of hidden layers for
various applied compression ratios using the softplus activation func-

tion by using the MNIST Data-set.

The image signature 1 Layer 2 Layers 3 Layers 4 Layers 5 Layers

Compression ratio 0% 95% 95.2% 93.8% 93% Nan

Compression ratio 50% 95% 95.2% 93.8% 93% Nan

Compression ratio 60% 95% 95.2% 93.8% 93% Nan

Compression ratio 70% 95% 95.2% 93.8% 93% Nan

Compression ratio 80% 95% 95.2% 93.8% 93% Nan

Compression ratio 85% 93.1% 93.4% 91.6% 89% Nan

Compression ratio 90% 85.7% 86.6% 82.1% 78.9% Nan

Compression ratio 95% 67.9% 69.9% 63.9% 56% Nan

6.2.2 Experiment using the TI46 Data-set

These experiments were conducted on the TI46 Data-set. There are two endpointed
and non-endpointed data-sets. The training set was divided in 1500 patterns for
training (150 audios per digit). The testing set was divided into 1570 patterns for
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FIGURE 6.2: Confusion matrix for the highest testing result for MNIST
data-set using softplus activation function with keras library.

training (157 audios per digit). The Haar compression has been applied to the data-
set, with seven different compression ratios (50%, 60%,70%, 80%, 85%, 90% and
95%).

The training parameters for ANN using keras were chosen to be the same with
ANN Using simple one hidden Layer to compare the performance for each one:

• The batch size was set to 50 as in some tests the training accelerated and even
improved the network accuracy by this batch size.
• The number of epochs selected was 450.
• The ANN consisting of 1, 2 and 3 hidden layers are considered in these ex-
periments with 4500 nodes in each layer.
• To select dropout tuning it was selected uniform to the between (0 and 1) .

The result for testing TI46 data-sets

The performance scores as a function of the number of hidden layers are presented
in Table 6.5 Table 6.6, Table 6.7 and Table 6.8. There is no discernible improvement
after adding the second hidden layer, whereas, the addition of hidden layers, led
to decrease accuracy. As mentioned [174], increasing the number of hidden layers
much more than the number of layers would result in decreasing accuracy in the
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test set. ANN was overly fitting for the training set. This means that it learns the
training data, but can not generalise to new invisible data.

For example in Figure 6.3, this model shows in (A) that the loss in the test is that
the outcome the average is less than 0.5 means more accuracy. On the other hand,
(B) for a model with two hidden layers (having more capacity) starts earlier. point
can be seen as when the cost of validation the average between 0.5 and 1.0.

(A) The one hidden layer ANN. (B) The two hidden layers ANN.

FIGURE 6.3: the two models of ANN using sigmoid showing the dif-
ferent loss in both training and testing .

The recognition rate for tests using sigmoid was 98.68% with TI46 endpoint and
94.44% with TI46 non endpoint when the compression ratio was set at 50%, 60%,
70%, 80% and 82% while using one hidden layer. However, the recognition rate de-
creased significantly for compression ratios greater than 85% or adding more hidden
layers.

The softplus tests yielded a recognition rate of 98.56%, the confusion matrix for
this result shown in Figure 6.4, with TI46 endpoint and 95% with TI46 non endpoint
when the compression ratio was set at 50%, 60%, 70%, 80% and 82% one hidden
layer. However, the recognition rate decreased significantly for compression ratios
greater than 85% or adding more hidden layers.

Because, as mentioned [175] Problem with sigmoid functions is that relatively
quickly saturate in its limit values. In other hand the function softplus does not
suffer from vanishing gradient problem.
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TABLE 6.5: Accuracy as function of the number of hidden layer for var-
ious applied compression ratios using the sigmoid activation function

for TI46 end-point data-set.

The TI46 end-point signature 1 Layer 2 Layers 3 Layers

Compression ratio 0% 98.68% 98.22% Nan

Compression ratio 50% 98.68% 98.22% Nan

Compression ratio 60% 98.68% 98.22% Nan

Compression ratio 70% 98.68% 98.22% Nan

Compression ratio 80% 98.68% 98.22% Nan

Compression ratio 82% 98.68% 98.22% Nan

Compression ratio 85% 98.48% 97.90% Nan

Compression ratio 90% 94.64% 92.92% Nan

Compression ratio 95% 93.16% 91.52% Nan

TABLE 6.6: Accuracy as function of the number of hidden layer for var-
ious applied compression ratios using the softplus activation function

for TI46 end-point data-set.

The TI46 end-point signature 1 Layer 2 Layers 3 Layers

Compression ratio 0% 98.56% 98.09% Nan

Compression ratio 50% 98.56% 98.09% Nan

Compression ratio 60% 98.56% 98.09% Nan

Compression ratio 70% 98.56% 98.09% Nan

Compression ratio 80% 98.56% 98.09% Nan

Compression ratio 82% 98.56% 98.09% Nan

Compression ratio 85% 98.48% 97.64% Nan

Compression ratio 90% 95.08% 93.44% Nan

Compression ratio 95% 94.52% 92.53% Nan
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TABLE 6.7: Accuracy as function of the number of hidden layer for var-
ious applied Compression ratios using the sigmoid activation function

for TI46 non endpoint data-set.

The TI46 signature 1 Layer 2 Layers 3 Layers

Compression ratio 0% 94.32% 94.44% Nan

Compression ratio 50% 94.32% 94.44% Nan

Compression ratio 60% 94.32% 94.44% Nan

Compression ratio 70% 94.32% 94.44% Nan

Compression ratio 80% 94.32% 94.44% Nan

Compression ratio 82% 94.32% 94.44% Nan

Compression ratio 85% 93.11% 93.3% Nan

Compression ratio 90% 88.24% 85.84% Nan

Compression ratio 95% 73% 72.4% Nan

TABLE 6.8: Accuracy as function of the number of hidden layer for var-
ious applied Compression ratios using the softplus activation function

for TI46 non endpoint data-set.

The TI46 signature 1 Layer 2 Layers 3 Layers

Compression ratio 0% 95% 94.48% Nan

Compression ratio 50% 95% 94.48% Nan

Compression ratio 60% 95% 94.48% Nan

Compression ratio 70% 95% 94.48% Nan

Compression ratio 80% 95% 94.48% Nan

Compression ratio 82% 95% 94.48% Nan

Compression ratio 85% 93.2% 93.6% Nan

Compression ratio 90% 90.4% 87.67% Nan

Compression ratio 95% 77.12% 72.4% Nan
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FIGURE 6.4: Confusion matrix for the highest testing result for TI46 non
endpoint data-set using softplus activation function with keras library.

6.3 Discussion

In this section presents a discussion of the experimental results obtained from the
testing of the proposed ANN systems the simple one layer model and keras model.

In our experiments the first part, the compression is obtained in MNIST and TI46
data-sets by wavelet coefficient threshold using different threshold percentages. All
coefficients below defined some threshold are neglected and the compression ra-
tio is computed. Compression algorithm operation is compression ratio is fixed to
the required level and threshold value has been changed to achieve required com-
pression ratio; It is noted that a larger number of compression ratio causes the loss
efficiency. Since, lossy compression causes loss of information, that may no longer
be visible on the archived the data, for example image, after decomposition, making
it impossible to view the same image that originally saw. Therefore, decomposition
is required to achieve balance between the quality and computational complexity.

The second part, the decomposition MNIST and TI46 data-sets were tested us-
ing ANN systems the simple one layer model and keras model with two different
activation functions sigmoid and softplus.
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6.3.1 MNIST Data-set

This section compere two methods for image compression using an ANN. Imple-
mentation of the proposed method uses Haar image compression where, due to the
nature of loss wavelet compression, the quality of the compressed images degrades
at higher compression ratios. The objective of an optimal ratio is to combine a high
compression ratio with compressed image of good quality.

In this work, a maximum accuracy level of 95.2% for a cut-off of (50%, 60%,
70% and 80% ) using keras library with a two hidden layer ANN using the soft-
plus activation function was considered an acceptable trade-off between accuracy
and cut-off ratio. However, for compression ratios greater than 85% the recognition
rate fell significantly. The successful implementation of the proposed method using
ANNs with the HWT is evident from the high recognition rates shown in the Figure
6.5 and Figure 6.6.

FIGURE 6.5: MNIST Data results for different compression rate using
simple one hidden Layer Model with softplus and sigmoid activation

function.

6.3.2 TI46 Data-set endpoint and non-endpoint Data-sets

This section proposes an audio compression method that uses ANN. For these sim-
ulations,The TI46 Data-set endpoint and non-endpoint Data-sets were used. All is
converted for all data to a 1D array and resized to 4096. The training set was split
into 1500 training patterns (150 audios per digit). The test set was split into 1570
training patterns (157 audios per digit).
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FIGURE 6.6: MNIST Data result for different compression rate using
Keras Model with softplus and sigmoid activation function.

Execution of the proposed method uses Haar audio compression where the qual-
ity of the compressed audio degrades at higher compression ratios due to the nature
of loss wavelet compression. The main objective of an optimal ratio is to combine
a high compression ratio with decent quality compressed audio.

TI46 end-point Data-set

On other hand by using TI46 end-point Data-set, an appropriate trade-off between
accuracy and cut-off ratio was considered to be a maximum accuracy level of 98.8%
for a cut-off of (50%, 60%, 70%, 80% and 82% ) using a single hidden layer ANN
with sigmoid activation function was considered an acceptable trade-off between
accuracy and cut-off ratio. However, the recognition rate fell significantly for com-
pression ratios greater than 85%. The successful implementation of the proposed
method using ANN’s with the HWT is evident from the high recognition rates
shown in the Figure 6.7 and Figure 6.8.

TI46 non-endpoint Dataset

In this work, a maximum accuracy level of 96.52% for a cut-off of (50%, 60%, 70%
and 82% ) using a simple single hidden Layer Model with sigmoid activation func-
tion was considered an acceptable trade-off between accuracy and cut-off ratio.
However, for compression ratios greater than 85% the recognition rate fell signif-
icantly. The successful implementation of the proposed method using ANN’s with
the HWT is evident from the high recognition rates shown in the Figure 6.9 and
Figure 6.10.

105



Chapter 6. Simulation Results And Analysis Using Keras

FIGURE 6.7: TI46 Data-set endpoint Data results for different compres-
sion rate using simple one hidden Layer Model with softplus and sig-

moid activation function.

FIGURE 6.8: TI46 Data-set endpoint Data result for different compres-
sion rate using Keras Model with softplus and sigmoid activation func-

tion.
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FIGURE 6.9: TI46 Data-set non-endpoint Data results for different com-
pression rate using simple one hidden Layer Model with softplus and

sigmoid activation function.

FIGURE 6.10: TI46 Data-set non-endpoint Data result for different com-
pression rate using Keras Model with softplus and sigmoid activation

function.

6.4 Summary

In this chapter, The data-set (MINIST Data-set and TI46 Data-set) which HWT was
applied to it. The ANN using keras library were determined the optimum compres-
sion rates. By, keeping the data quality considerably the same even after the data
coefficients have been cut off from the data. the testing accuracy were obtained after
adding more hidden layers to the model and show the advantage and disadvantage
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from adding them to the ANN.
Moreover, in section 6 presents a discussion of the experimental results obtained

from the testing of the proposed system the simple one layer model and keras model
in chapter 5 and earlier in this chapter.

In next chapter it will be the Conclusion of the thesis.
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Chapter 7

Conclusion

In this final chapter, the conclusion of the thesis will be given by answering the
research question stated in the introduction, and the thesis will conclude with po-
tentials future work and improvements to our approaches.

7.1 Summary Research

As mention in chapter 2, in parallel with the increase in aggregate bandwidth for
audio and image transmission ,storage and feature extraction by using fewer bits
to represent the data information. Therefore, the researchers did sufficient work
and are still working on this scenario. As, the demand for compression technology
increases each year.

That’s the reason, the project is aimed at developing a computationally efficient
and effective algorithm for lossy data compression using wavelet techniques. The
general idea behind it is to remove the redundancy in the data to find a more com-
pact representation. This proposed algorithm was developed to compress the data
such as MNIST Data-set, TI46 Data-set endpoint and non-endpoint to a high com-
pression ratio. The results from the simulations showed that the quality of the re-
constructed data preserved details while achieving significant compression rates.

Testing this reconstructed data using the ANN models. As, the ANN has emerged
as a very beneficial in many areas of application in pattern recognition. The various
types of ANNs developed over the years. Among them multi-layer feed forward
network trained with back-propagation algorithm has been found as the most com-
monly used one. It is a supervised algorithm, which mean, it learns a problem with
examples then recognises patterns, trends and hidden relationships within the sim-
ilar problems represented by data with huge amount and complexity.

For the experiments, the ANN with two different activation function sigmoid
and softplus, in addition to simulation the result using simple one hidden layer and
using keras library is used to get the optimum compression rates . Confusion matrix
was also used to judge the performance of the trained neural network. Experimental
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results have shown a good performance for the ANN and HWT in both MNIST and
TI46 data-sets.

The researcher has confidence in the thesis and problem description can be use-
ful to researchers working in different disciplines where the HWT is used with these
Data-sets using different kind ANN. The proposed algorithm presented the effi-
cient, simple, and easy to implement. In addition, this algorithm helps in achieving
high compression rate value that promises significant details and high quality dur-
ing reconstruction of data. Sometimes, some compression algorithms are hard to
implement or lose significant information during reconstruction, but the proposed
method promises the reconstruction process with 95.2% accuracy for a cut-off of 80%
in MNIST Data-set and 98.8% accuracy for a cut-off of 82% in TI46 Data-set with a
minor loss of redundant information.

7.2 Conclusion

It is now possible to answer the research questions in chapter 1 (Introduction):
• Question 1

Among with various rates of compression, what is the ideal Haar-based
compression signature for data (images and audio signals) that can be input into

an ANN?

As seen in section 6.3, the compression rates to achieve balance between the qual-
ity and computational complexity it were 80% for MNIST Data-set and 82% for TI46
Data-set endpoint and non-endpoint. The results were considered an acceptable
trade-off between accuracy and cut-off ratio.
• Question 2

What is the increase in performance of an ANN when using such signatures?

The HWT algorithm did not directly improve the result of pre-processing the
data, but it opens the opportunities of training the ANN models with losing more
than 80% of the data with the same accuracy without loss, which in respond improve
the performance of an ANN.
• Question 3

How does the performance of the ANN change when using different activation
functions and different numbers of hidden layers in the ANN?
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As seen in section 6.3.1, the beneficial for MNIST Data-set of adding hidden layer
as the highest accuracy level is 95.2% for using keras library with a two hidden layer
ANN with the softplus activation function compared the results using one hidden
layer or sigmoid activation function.

On other hand in section 6.3.2, the TI46 Data-sets experiments are shown that a
maximum accuracy level of 98.8% using a single hidden layer ANN with sigmoid
activation function. Witch mean, no beneficial from adding more hidden layers in
the ANN.

7.3 Future work

In this section will introduce the future direction for research continuing on form:

7.3.1 Using different wavelet functions.

The benefit of using the algorithms proposed in this research Haar wavelet trans-
form has been mention in the Introduction chapter. The HWT decomposition ap-
proach was not able to achieve a better result than this. However, it indicates that
different other wavelet family, as mentioned in section 4.2.1 (Examples of Wavelet
Family) Only the active functions should be changed from Haar functions to the
other wavelet functions, such as Gabor and Daubechies wavelet may affect. And
compare the result between of them.

7.3.2 Using different data-sets.

The MNIST and TI46 Data-sets were used in this thesis, but other data-sets can be
used to perform similar experiments. The result of the experiments is encouraging
to use in another data-sets. We believe our method can be extended to handle other
data types, especially to process image querying, medical images, emotional (face
and audio) data-sets where the concept of HWT is widely used.

7.3.3 Improve the configuration of ANN

It can be improve the configuration by doing more testing, by changing the feature
numbers in ANN models, and use validation test for it.

As mentioned in 3.3 (Activation Functions), there is alot of different kind of acti-
vation function such as Hyperbolic Tangent Function- Tanh or Rectified Linear Units
(ReLU). it can tested to see if there will be effect in the ANN models.
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Moreover, Increasing the size of the data-set will help training the ANN and
increasing the accuracy.

7.3.4 Using different ANN.

As mentioned in section 2.3 (Artificial life) , the creatur-wains A data mining unsu-
pervised learning agent called the “Wain” is designed to run in the Créatúr frame-
work by Amy de Buitléir. It is a new framework which we believe the HWT will
improve the performance in it. Or increase the accuracy for pre-processing data.
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ing modular arithmetic and performance-based adaptation’, in 2012 20th
Telecommunications Forum (FOR), 2012, pp. 1256–1259.

[3] M. Ezhilarasan, P. Thambidurai, K. Praveena, S. Srinivasan, and N. Sumathi,
‘A New Entropy Encoding Technique for Multimedia Data Compression’,
in International Conference on Computational Intelligence and Multimedia
Applications (ICCIMA 2007), 2007, vol. 4, pp. 157–161.

[4] 5. K. K. Shukla and M. V. Prasad, Lossy Image Compression: Domain
Decomposition-Based Algorithms. Springer Science and Business Media,
2011

[5] Grochenig K., Madych W. R.: Multiresolution Analysis, Haar bases and
self–similar tilings of Rn. IEEE Transactions on Information Theory, 38(2),
556–568. 1994

[6] M. Ghiassi and H. Saidane, ‘A dynamic architecture for artificial neural net-
works’, Neurocomputing, vol. 63, pp. 397–413, Jan. 2005.

[7] ‘MNIST handwritten digit database, Yann LeCun, Corinna Cortes and Chris
Burges’. [Online]. Available: http://yann.lecun.com/exdb/mnist/.

[8] Mark Liberman et al. TI46wordLDC93s9.PhiladelphiawordLDC93s9.Philadelphia,1991.
URL: https://catalog.ldc.upenn.edu/docs/LDC93S9/ti46.readme.html.

[9] N.G. Bourbakis, "A heuristic real-time path planning for collision free nav-
igation in a dynamic multiple robots unknown environment", Tools for Ar-
tificial Intelligence 1989. Architectures Languages and Algorithms IEEE In-
ternational Workshop on, pp. 658-667, 1989.

113



BIBLIOGRAPHY

[10] H. L. Dreyfus, What Computers Cant Do. Bibliolife DBA of Bibilio Bazaar II
LLC, 2016.

[11] F. E. Baird, Philosophic Classics: From Plato to Derrida. Routledge, 2016.

[12] A. J. Starko, Creativity in the Classroom: Schools of Curious Delight. Taylor
Francis, 2010.

[13] J. R. Visintainer, ‘Descartes’ theory against artificial intelligence and the mi-
cro -world’, Ph.D., Marquette University, United States – Wisconsin, 2002.

[14] ‘Turing, Alan Mathison, (23 June 1912–7 June 1954),
Reader in Mathematics, Manchester University, since 1948
| WHO’S WHO WHO WAS WHO’. [Online]. Available:
http://www.ukwhoswho.com/view/10.1093/ww/9780199540891.001.0001/ww-
9780199540884-e-243891. [Accessed: 23-Jan-2018].

[15] F. P. Miller, A. F. Vandome, and M. John, Computing Machinery and Intelli-
gence. VDM Publishing, 2010.

[16] T. H. Cormen, C. E. Leiserson, R. L. Rivest, and C. Stein, Introduction To
Algorithms. MIT Press, 2001.
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