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ABSTRACT  

Problem solving is a fundamental component of engineering practice and as such, the 

development of problem-solving skills is a core goal of engineering education. 

Problem-orientated pedagogical approaches are used in educational practice to 

facilitate the development of this key skill, however, there are reports that the problem-

solving skills of engineering graduates are underdeveloped. It is necessary to 

investigate and understand factors which support problem solving to contribute 

towards addressing this skills gap. General cognitive abilities are outlined as an 

important factor underpinning problem solving. Of particular interest in the context of 

engineering problem solving is the general cognitive ability, spatial ability. Engineering 

is a spatially and visually oriented discipline where spatial ability has been associated 

with retention and success of individuals in the field. Although there is a body of 

correlational evidence to indicate the contribution of spatial ability to success in STEM 

disciplines, there is a significant gap in understanding the causal relationship between 

spatial ability and associated success. 

This thesis aims to contribute towards the understanding of the causal association 

between spatial ability and success in engineering through investigating the role of 

spatial ability in problem solving. As spatial ability is a cognitive factor, cognitive load 

is considered as a pertinent factor in this research as it is theorised that spatial ability 

may influence the cognitive load experience during problem solving. A convergent 

mixed method study was conducted to address the research aim with engineering 

students at the initial and concluding stages of their engineering education to attend 

to the research question and objectives. 

The results of this thesis establish that complex problem-solving performance did not 

differ across levels of engineering expertise (as determined through progression), 

showing a tentative misalignment between educational goals and outcomes. The 

findings indicated that spatial ability levels did not differ across groups of expertise. 

However, findings suggested that higher levels of spatial ability contribute to (a) 

problem solving performance (b) cognitive load during problem solving and (c) 

behaviours demonstrated during problem solving. This research contributes towards 

understanding of the causal association between spatial ability and success in 

engineering by demonstrating that irrespective of levels of engineering expertise, 

spatial ability can influence problem-solving performance which is an inherent 

component of contemporary engineering education approaches. The findings of this 

thesis are discussed relative to their potential implications for engineering education 

practice and advancement of understanding the causal theory of spatial ability and 

success in engineering. 
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1.1. Context 

1.1.1. Contemporary engineering education 

The desired attributes of an engineer are ever evolving in an era of rapidly advancing 

societal and technical needs (Engineers Ireland, 2021; SEFI, 2016; UNESCO, 2010). 

In line with these advancements in the engineering profession, the provision of 

engineering education has been required to move beyond the development of 

discipline-specific knowledge and skills towards equipping engineering graduates with 

a broader professional skillset to face the challenges of engineering today and address 

industry needs (Caeiro-Rodriguez et al., 2021; Litzinger et al., 2011; SEFI, 2016; 

UNESCO, 2010). Discipline knowledge and skills, also referred to as technical 

knowledge and skills, incorporate factors such as science and engineering 

fundamentals, applications, and practice (Caicedo et al., 2014; Crawley et al., 2014; 

Lantada et al., 2014; Passow & Passow, 2017; Saleh & Lamsali, 2020; Shuman et al., 

2005; UNESCO, 2010). Professional skills are also commonly referred to as 

“transversal”, “generic”, “soft”, “non-technical” or “domain-general” skills in the 

literature (Balaji & Somashekar, 2009; Caeiro-Rodriguez et al., 2021; Caicedo et al., 

2014; Colman & Willmot, 2016; Flening et al., 2021; Kamaruzaman et al., 2019; 

Lantada et al., 2014; Leandro Cruz et al., 2020; Saleh & Lamsali, 2020; Tricot & 

Sweller, 2014). These skills will be referred to as both professional skills and domain-

general skills throughout this thesis as the term professional skills is common to 

engineering education while the term domain-general skills is used in human 

intelligence literature (Anwar & Richards, 2018; Caicedo et al., 2014; Flening et al., 

2021; Hambrick & Meinz, 2011; Oswald et al., 2014; Shuman et al., 2005; Tricot & 

Sweller, 2014). These are skills that do not relate directly to a specific discipline but 

can be applied to a broad range of problems and situations in diverse settings (Tricot 

& Sweller, 2014). In the context of engineering professional skills include 

communication, critical-thinking, ethics, teamwork, and problem solving  (Balaji & 

Somashekar, 2009; Caeiro-Rodriguez et al., 2021; Kamaruzaman et al., 2019; Nair et 

al., 2009; Passow & Passow, 2017; Saleh & Lamsali, 2020; SEFI, 2016). 

Contemporary engineering education programmes aim to balance the development of 

both discipline-specific competences (engineering knowledge and skill which 

manifests as engineering expertise) and domain general competences (which 

manifest as professional engineering skills). This core component of engineering 
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education is represented in Figure 1. The significance of the professional skill of 

complex problem solving and cognitive capacity of spatial ability will be unpacked in 

sections 1.1.2 through 1.1.4.  

Figure 1. Core components of contemporary engineering education programmes. 

 

In balancing the development of competences, the goal is to address learner needs 

and equip students with the capacity to readily adapt to solve the novel and complex 

problems that they will experience throughout their engineering careers (Caeiro-

Rodriguez et al., 2021; Litzinger et al., 2011; SEFI, 2016). Therefore, there has been 

a significant drive over the last number of years to establish alternatives to traditional 

higher engineering education approaches and to adapt curricula to facilitate the 

development of a modern engineering skillset which strikes the balance between 

industry and learner needs (Edström & Kolmos, 2014; Faber & Benson, 2017), 

demonstrated by the learner needs-industry needs dichotomy in . This has seen a rise 

in the use of problem-orientated engineering education approaches such as 

problem/project-based learning (PBL) and conceive-design-implement-operate 

(CDIO) (Crawley et al., 2014; Edström & Kolmos, 2014; Hanney & Savin-Baden, 2013; 

Savin-baden, 2014). The premise of these educational approaches is for students to 

be provided with effective learning experiences whereby students develop a deep 
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understanding around key concepts and principles, develop both discipline knowledge 

and skills and professional skills, and apply their knowledge and skills to problems 

representative of real-world engineering problems (Crawley et al., 2014; Edström & 

Kolmos, 2014; Litzinger et al., 2011).  

1.1.2. Problem solving in engineering education 

Problem solving is argued to be one of the most fundamental requirements of a 

professional engineer. Jonassen (2015, p. 103) details that “learning to solve 

workplace problems is an essential learning outcome for any engineering graduate. 

Every engineer is hired, retained, and rewarded for his or her ability to solve problems.” 

Sheppard et al. (2008, p. 3) outline the importance of problem solving in engineering 

noting that “engineering practice is, in its essence, problem solving”. Passow and 

Passow (2017) describe problem solving as “the core of engineering practice” and 

from 60 samples consisting of 14,429 respondents (practicing engineers, 

undergraduate alumni, and engineering faculty), they identified problem solving in the 

top level of importance of competencies that should be emphasised in undergraduate 

engineering programmes. 

In another systematic review of engineering skills, Kamaruzaman et al., (2019) 

evidence problem-solving skills as the fourth most preferred non-technical engineering 

skill required by accrediting bodies for engineering in 18 countries under the 

Washington Accord. More specifically they identified complex problem-solving skills 

as the most important skills need in relation to the contemporary requirements of 

Industry 4.0. Complex problem solving is broadly described as “reviewing related 

information to develop and evaluate options and implement solutions” (World 

Economic Forum, 2020, p. 153). 

However, despite the emphasis being placed on the development of problem-

solving skills through engineering curricula, recent research examining the 

employability of engineering graduates has highlighted that problem solving is an area 

that they are underperforming in, according to their employers (Nair et al., 2009; 

Valentine et al., 2017; Ward & Thiriet, 2010). Given the prevalence of problem solving 

in engineering education, and the importance placed on problem solving from both 

national and international organisations, it is necessary that efforts are made towards 
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understanding the components underpinning problem-solving skills to address the 

documented skills gap and in turn, optimise engineering education provision. 

1.1.3. Problem solving as a cognitive process 

Problem solving is described as one of the fundamental human cognitive processes 

and detailed as a higher-order cognitive process (Y. Wang & Chiew, 2010). From a 

cognitive perspective, when a problem is identified, problem solving can be considered 

as a search process in an individual’s memory to find a relationship between goals to 

reach a solution and a set of alternative paths (Carlson & Bloom, 2005; Mayer & 

Wittrock, 2006; Y. Wang, 2007; Y. Wang & Chiew, 2010). The characteristics of a 

successful problem solver include: a capacity to correctly identify the goals of a 

problem, persistence, ability to adopt search strategies that are efficient, regulate 

one’s actions, and a capacity to trace back to previous points in the solution process 

(Litzinger et al., 2010; Y. Wang & Chiew, 2010). Complex problem solving may require 

an individual to employ their discipline knowledge, cognitive strategies (e.g., 

heuristics), and cognitive abilities (Hambrick et al., 2012; Litzinger et al., 2010). 

Depending on the type of problem the individual is solving, they may require a 

combination of each of these components. Cognitive strategies are used to categorise 

problems, focus attention, integrate information, and facilitate knowledge transfer 

(Litzinger et al., 2010; Schraw et al., 2006). When engaging with a novel problem or 

problem situation, where an individual has not acquired expertise relative to the 

problem and has not acquired problem-solving strategies, individuals may rely on 

cognitive abilities to circumvent limits in their knowledge to process information and 

successfully solve the problem (Hambrick et al., 2012, 2016; Hambrick & Meinz, 

2011). Expertise in an area is defined as “the possession of a large body of knowledge 

and procedural skills” (Chi et al., 1981, p. 2). Throughout this thesis, the term 

‘expertise’ will be used to refer to different levels of educational experience. Through 

the circumvention-of-limits hypothesis, it is proposed that individuals with low levels of 

expertise but high levels of pertinent cognitive abilities to solve a problem can perform 

to a similar standard as those with high levels of domain knowledge (Hambrick et al., 

2012). Of particular interest in the context of engineering is the broad cognitive ability 

of visual processing, commonly referred to as spatial ability in the literature (Buckley 

et al., 2018a).  
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1.1.4. Spatial ability as a factor of problem-solving performance 

Within the Cattell-Horn-Carroll (CHC) theory of intelligence, spatial ability is described 

as “the ability to make use of simulated mental imagery to solve problems- perceiving, 

discriminating, manipulating, and recalling non-linguistic images in the “mind’s eye”” 

(Schneider & McGrew, 2018, p. 125). There is a significant body of empirical evidence 

indicating that spatial ability is a predictor of student success in Science, Technology, 

Engineering, and Maths (STEM) education (Lubinski, 2010; Stieff & Uttal, 2015; Uttal 

& Cohen, 2012; Wai et al., 2009). It is evidenced to contribute to the retention of 

students in STEM education, while also attributed to the underrepresentation of 

females, individuals from lower socioeconomic backgrounds, and minority groups in 

these disciplines (Ball et al., 2019; Blums et al., 2017; Sorby et al., 2013; Sorby & 

Veurink, 2019; M.-T. Wang & Degol, 2017). Spatial ability is described as an enhancer 

to learning with individuals with higher spatial ability having more cognitive resources 

available to build referential connections between verbal and visual representations of 

information (Mayer & Sims, 1994). As such, the malleability of spatial ability has been 

explored through the literature, with a body of evidence indicating that it can be 

developed through intervention and contribute to increased performance in STEM 

subjects (Martin-Dorta et al., 2009; Martín-Gutiérrez et al., 2015; Martín-Gutiérrez & 

González, 2017; Metz et al., 2016; N. Newcombe, 2017; Roca-González et al., 2017; 

Sorby, 1999, 2007, 2009; Sorby & Baartmans, 1996, 2000; Uttal, Meadow, et al., 2013; 

Uttal & Cohen, 2012). Given the described role of spatial ability in problem solving, its 

relevance to success in STEM education, and malleability, it is a necessary factor to 

be considered when seeking to gain understanding of the elements that contribute to 

problem-solving performance. Furthermore, in viewing spatial ability as a cognitive 

factor which may support complex problem solving, which is detailed to make more 

cognitive resources available to learners, it is pertinent to consider the potential of 

spatial ability to influence the cognitive load experienced during problem solving. 

1.1.5. Cognitive load in problem solving 

Cognitive load is the total working memory resources necessary to carry out a learning 

task (P. A. Kirschner et al., 2018). In education, the goal is to optimise intrinsic 

cognitive load which is the load “imposed by the basic structure of the information that 

the learner needs to acquire for achieving learning goals irrespective of the 
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instructional procedures used” (Sweller et al., 2011, p. 57). When this load is not 

optimised, where there is too great of a demand being placed on working memory 

capacity, it can hinder an individual’s capacity to learn or successfully perform the task 

(O. Chen & Kalyuga, 2020; Paas et al., 2004; Paas, Renkl, et al., 2003; Sweller et al., 

2019). This is referred to as extraneous cognitive load, which is load that is 

“unnecessary and extraneous to the learning goals” (Sweller et al., 2011, p. 57). This 

load can influence the learner’s capacity to transfer knowledge relative to the 

experience to long-term memory and affect their willingness to engage with similar 

tasks in the future (Paas et al., 2005; Sweller et al., 2011, 2019). Together intrinsic 

and extraneous cognitive load determine the total cognitive load experienced which in 

turn, determines the working memory resources required to process the information 

(P. A. Kirschner et al., 2018; Sweller et al., 2011). Understanding the implications of 

cognitive load on learning, thinking, and problem solving “can provide us with a 

coherent, unifying base that can be used to generate instructional hypotheses and 

data” (Sweller et al., 2011, p. v) which may then be applied through educational 

approaches.  

Where cognitive load is experienced during problem solving, it is hypothesised that 

spatial ability may support individuals in overcoming limitations in their processing 

capacity to successfully navigate the problem. This hypothesis forms the basis for the 

research aim outlined in the following section.  

1.2. Overview of research context 

The following points are a synopsis of the critical perspectives within the context of 

this research: 

• The development of problem-solving skills is prioritised due to the key role that 

it plays within engineering education and practice. 

• Employers claim that problem solving is an area where engineering graduates 

are underperforming. 

• Discipline knowledge, cognitive strategies and general cognitive abilities are 

outlined as important factors which support problem solving. 
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• Spatial ability is a critical general cognitive ability to be considered given (1) the 

spatially and visually orientated nature of engineering and (2) the evidenced 

role of spatial ability in the retention and success of individuals in the discipline.  

Although a body of correlational evidence indicates that spatial ability contributes to 

success in STEM disciplines, there is no clear body of empirical evidence documenting 

the causal relationship between spatial ability and this associated success.  

1.3. Research aim 

This research aimed to investigate the role of spatial ability in problem solving to 

contribute towards the understanding of the causal association between spatial ability 

and success in engineering education. 

1.4. Research question 

To contribute to addressing this aim, the following research question is attended to 

throughout this thesis: 

How does spatial ability’s role in problem solving contribute to a broader causal 

theory between spatial ability and success in engineering education? 

1.5. Research objectives 

To respond to the research question the following research objectives were 

formulated: 

• To examine performance on a domain general complex problem across levels 

of engineering student disciplined expertise.  

• To investigate if levels of spatial ability vary between engineering students with 

different levels of disciplined expertise. 

• To examine if spatial ability influences engineering students’ performance in 

general complex problem solving. 

• To investigate whether levels of spatial ability affect the cognitive load 

experienced during problem solving. 
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1.6. Thesis outline 

Following the presentation of the underpinning context, aim, question and objectives 

of this thesis, the literature review section sets out the significant bodies of research 

which form the theoretical foundations of this work. Figure 2 provides an overview of 

the theoretical connections between the variables explored through this thesis. 

Discipline problem-solving capability is underpinned by both expertise and cognitive 

abilities, where cognitive abilities can circumvent limits in expertise to support 

successful problem solving. Acquiring expertise requires engagement in learning 

experiences that optimise intrinsic cognitive load which is theorised to be supported 

by an individual’s level of cognitive ability, specifically spatial ability. 

Figure 2. The main theories underpinning the research conducted in this thesis. 

Through the methodology section, the research contributing to the methodological 

framework of this thesis is presented and an overview of the approach taken to 

addressing the research objectives is set out. The findings section sets out the analytic 

approach employed to evaluate the collected data and to facilitate answering of the 

research questions. The discussion section synthesises the findings from the research 

and details the potential implications for engineering education research and practice. 
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The conclusions of the research are then described with specific focus on the 

achievement of the research aim and objectives. Finally, some limitations of this 

research are described, and recommendations provided for continuation of future work 

in this space. 

 

 

  



 

11 

 

2. Literature review  
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2.1. Overview of literature review structure 

As the work presented in this thesis is bound in the context of engineering education, 

there is a need to provide an overview of the evolution of engineering education and 

the core agendas of contemporary educational programmes. Problem solving is a 

central component of engineering practice, making the development of problem-

solving skills a fundamental element of engineering education. Throughout this section 

problem solving in the context of engineering will be unpacked by exploring the various 

structures of problems, and the underpinning cognitive process of problem solving. 

Viewing problem solving through a cognitive lens and as a cognitive process requires 

consideration of cognitive factors that it may interact with. The structure and 

contemporary understandings of human cognitive ability, along with the contribution 

of factors of intelligence to problem-solving performance in engineering, will be 

examined. Spatial ability is a pertinent cognitive ability to be considered in the context 

of this thesis due to its documented role in success in engineering education and 

problem solving. An exploration of the position of spatial ability within the empirical 

framework of human intelligence, its significance to engineering, and approaches to 

measure and develop this cognitive ability are presented. Considering the interactions 

of cognitive processes towards problem solving, it is pertinent to reflect upon the 

management of learner’s cognitive resources during this process. Therefore, a broad 

description of the influence of cognitive load on processing during learning will be 

presented and approaches for measuring cognitive load during a learning experience 

explored. 

2.2. Epistemic practices and pedagogy in engineering education 

2.2.1. Positioning the epistemic practices of engineering education 

There is a viewpoint that engineering education can be a catalyst for interconnected 

Science, Technology, Engineering, and Mathematics (STEM) education, and thus 

increase the ability to achieve holistic STEM education (Simarro & Couso, 2021). 

Engineering design has been viewed as a context for the application of scientific and 

mathematical concepts (Barak, 2013). Some authors assert that engineering 

education can improve students learning in science and mathematics, increase 

technological literacy and knowledge of engineering, thus stimulating interest in 

engineering as a career option (Simarro & Couso, 2021). Other authors believe that 
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there is pedagogical value in using engineering design approaches in other discipline 

areas to promote students’ meaningful engagement in the learning experience 

(Cunningham & Kelly, 2017). While it is important to consider the value that 

engineering education can bring to other STEM disciplines, it is also important to 

reflect on the epistemic practices and processes of the discipline which set it apart 

from other STEM disciplines. However, minimal research has been conducted 

exploring the epistemology of engineering disciplines (Cunningham & Kelly, 2017). 

Simarro and Couso, (2021) differentiate the epistemic process of engineering and 

science in terms of their use of models, whereby science disciplines use models as 

reasoning artefacts and engineering uses models as a mechanism of evaluation. The 

epistemic practices of engineering and science are further differentiated in the 

literature in terms of their goals. In science, there are goals of generating new and 

verifiable knowledge, whereas engineering goals are often to solve specific problems 

(Cunningham & Kelly, 2017). Through problem solving, engineering transcends the 

need of specific knowledge, instead requiring a combination of knowledge types and 

reasoning to reach a solution (Cunningham & Kelly, 2017; Litzinger et al., 2010). A 

review of the literature and practices in engineering and engineering education 

(Cunningham & Kelly, 2017) identified 16 epistemic practices of engineering which 

were classified into four categories: 

1. Engineering in social contexts 

2. Uses of data and evidence to make decisions 

3. Tools and strategies for problem solving 

4. Finding solutions through creativity and innovation 

These practices highlight important aspects of engineering and learning to become an 

engineer, but it is necessary to reflect on how engineering education has evolved to 

incorporate these practices. 

2.2.2. Evolution of engineering education pedagogy 

Since the formal inception of engineering education in the 19th century, tensions 

between theory and practice have permeated the field with demand for reforms in 

engineering education intensifying around the 1970’s-1980’s, continuing to this day 

(Crawley et al., 2014; Felder, 2012). The agenda for engineering education has 
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evolved over time being driven by the changeable emphasis placed on practical 

orientation versus theoretical priorities such as a scientific orientation (Crawley et al., 

2014; Harwood, 2006; Reynolds & Seely, 1993). Schools of engineering offered 

radically different strategies with some providing practical training, contrasting others 

emphasising engineering fundamentals favouring laboratory settings, while others 

endeavoured to implement both strategies (Reynolds & Seely, 1993). Minimal efforts, 

if any, were made to standardise and regulate engineering education programmes 

until the early 20th century (Prados et al., 2005). Countries initially moved to 

standardise and regulate their own engineering education programmes before this 

culminated in international agreements such as the Bologna declaration, the 

Washington Accord, and criteria set out by the Accreditation Board for Engineering 

and Technology (Akera, 2017; Anwar & Richards, 2018; Dixit & Pathak, 2012; 

Dyrenfurth & Murphy, 2006; McGrath, 2000; Patil et al., 2007; Prados et al., 2005; 

Shearman, 2007). While these agreements set out the learning objectives and content 

to be delivered, they do not specify educational approaches which should be 

implemented to achieve them. Crawley et al. (2014, p. 250) note that reforms in 

engineering education approaches have been driven by a new awareness of the 

contribution of science to innovation and the use of technology in context. Additionally, 

reforms in engineering education have emphasised the need to engage students in 

problem solving and project work simulating real-world engineering practice (Crawley 

et al., 2014; Edström & Kolmos, 2014). It is intended that through such an approach 

engineering education may bridge the gap between “disciplinary knowledge of the 

technical sciences and social sciences and the practical domains of engineering with 

their unique knowledge and routines that integrate the social, practical, and technical 

aspects of technology at work” (Crawley et al., 2014, p. 250). This presents a 

significant and complex challenge for contemporary engineering education 

programmes to ensure they are providing students with a holistic experience to acquire 

the necessary knowledge, skills, and awareness’s to succeed in a rapidly advancing 

engineering space. 

2.2.3. Contemporary pedagogical approaches in engineering education  

The role of an engineer has evolved extensively over the last number of years in 

conjunction with societal requirements and beginnings of IR 4.0 (Engineers Ireland, 
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2021; Kamaruzaman et al., 2019; SEFI, 2016; UNESCO, 2010). Throughout these 

changes, engineering educators and providers have been working to respond to 

industry skill needs and equip engineering graduates with a broad skillset to adapt to 

the demands of their ever-evolving future role (Flening et al., 2021). Over the last 

number of years, the value of using applied educational approaches has been 

explored as they provide students with experiences similar to those in the engineering 

profession (Edström & Kolmos, 2014). This has been outlined as a fundamental need 

to be addressed in engineering education programmes by practicing engineers 

(Jonassen et al., 2006). PBL and CDIO are examples of applied contemporary 

educational approaches that are implemented in third-level engineering programmes 

throughout the world (J. Chen et al., 2021; Crawley et al., 2014; Edström, 2016; 

Edström & Kolmos, 2014; Savin-Baden, 2008; Strobel & Barneveld, 2015; van 

Barneveld & Strobel, 2011). PBL and CDIO are based on a learner-centred pedagogy 

whereby students are active participants in their own learning (Crawley et al., 2014; 

van Barneveld & Strobel, 2011). Active learning encompasses a broad range of 

activities including action-orientated lectures, cooperative and collaborative learning, 

and problem-based activities and projects which require the highest level of student 

activity (Hadgraft & Kolmos, 2020). Through learner-centred approaches, also referred 

to as student-centred, there is a transition away from traditional approaches where 

students are lectured by an academic towards a more engaging and involving 

approach where students actively contribute to the direction of their own learning 

within a given framework (Hadgraft & Kolmos, 2020) e.g., PBL or CDIO. These 

approaches are documented to have positive effects on learning outcomes and 

promote sustained knowledge and skills development (Hadgraft & Kolmos, 2020; van 

Barneveld & Strobel, 2011).  

The CDIO approach is underpinned by twelve standards, with seven of these 

described as essential for a minimal approach to develop a CDIO programme 

(Crawley et al., 2014; Edström & Kolmos, 2014). The premise of the approach is to 

provide students with a comprehensive and holistic learning experience (Edström & 

Kolmos, 2014). It is intended that students will develop a deep understanding of key 

concepts and principles, develop both technical and professional skills, and apply their 

knowledge and skills to problems representative of real-world engineering problems 
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(Crawley et al., 2014; Edström & Kolmos, 2014; Litzinger et al., 2011). A strength of 

the CDIO approach is the existence of a rubric for rating programmes (CDIO, 2010). 

This rubric provides dimensions for both implementing the CDIO approach and for 

systematically monitoring the programmes development (Edström & Kolmos, 2014; 

Malmqvist, 2012; Malmqvist, Edström, et al., 2006; Malmqvist, Östlund, et al., 2006). 

In contrast however, there are different approaches to implementing PBL which 

continue to evolve over time with regards to content and educational methods 

(Edström & Kolmos, 2014). Strobel and van Barneveld (2009) present PBL as an 

approach where students are presented with ill-defined problems which encourage 

them to generate multiple thoughts on both the cause and solution to the problem. 

This approach is noted to be more common at the latter stages of engineering 

programmes whereby the use of PBL is to afford students the opportunity to transfer 

the skills they have acquired through their education, and to practice and apply their 

professional skills (Mitchell & Smith, 2008; van Barneveld & Strobel, 2011). Edström 

and Kolmos (2014) outline three core principles to PBL: cognitive learning, 

collaborative learning, and content in the curriculum. Within the cognitive learning 

principle are problem, project, experience, and context. In contrast to the perspective 

of Strobel and van Barneveld (2009), it is noted that with the problem orientation 

“learning starts by analysing and defining problems, be they open and ill-defined, or 

well-defined” (Edström & Kolmos, 2014, p. 544). The contrasting views of PBL 

between (Edström & Kolmos, 2014; Strobel & van Barneveld, 2009) are just one 

example of the different perceptions of PBL across engineering education research 

literature. In a review of the literature, J. Chen et al. (2021) highlight that the lack of 

consensus on a specific approach to PBL has been attribute to challenges in the 

implementation of the approach. 

Irrespective of the differences between the structures of these prevalent 

engineering education approaches, central to each is the goal to support students in 

acquiring  expertise to succeed in engineering (Caicedo et al., 2014; Crawley et al., 

2014; Edström & Kolmos, 2014; Leandro Cruz et al., 2020; Litzinger et al., 2011; 

Passow & Passow, 2017). Expertise are expert knowledge or skills that an individual 

has in a particular field and are organised around key concepts in that space e.g., 

concepts of mass, force, and other general principles in engineering (Litzinger et al., 
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2011). How expertise are acquired and the role of deliberate practice in expertise and 

task performance has been the subject of debate among researchers for a number of 

years (Hambrick et al., 2016). One view is that experts are “born” and while training is 

required to become an expert in a particular field, an individual’s innate ability limits 

the performance that they can reach in a domain (Hambrick et al., 2016). The 

contrasting perspective is that experts are “made” arguing that where an individual 

may have an innate ability, this can be surpassed through deliberate practice in a 

domain (Ericsson, 2006, 2008; Keith & Ericsson, 2007). Although positive effect sizes 

have been found between deliberate practice and performance on discipline-specific 

tasks, the proportion of performance that deliberate practice can explain is less than 

the amount that is unexplained (Hambrick et al., 2016; Macnamara et al., 2014). This 

indicates that to support graduates in acquiring engineering expertise and capacity to 

solve complex real-world engineering problems, there is a need to go beyond technical 

knowledge and procedures which can be acquired through deliberate practice to 

consider other factors which may underpin performance. 

2.3. Problem solving in the context of engineering education 

To address the problem-solving skills gap highlighted by engineering employers (Nair 

et al., 2009; Valentine et al., 2017; Ward & Thiriet, 2010), and the skills need for 

effective problem solvers through IR 4.0 (Kamaruzaman et al., 2019), it is necessary 

to understand the factors and variables underpinning engineering problem solving 

performance and examine their potential development through current educational 

approaches. Problem solving is considered as a search process through memory to 

identify relationships between problem goals and alternative paths which can be used 

to reach a solution (Carlson & Bloom, 2005; Mayer & Wittrock, 2006; Y. Wang, 2007; 

Y. Wang & Chiew, 2010). When engaging in problem solving, either consciously or 

sub-consciously, individuals use strategies to categorise problems, focus attention, 

integrate information, and facilitate knowledge transfer (Litzinger et al., 2010). To 

facilitate the development of students’ capacity to solve a wide range of problems, 

engineering education programmes incorporate problems of different structures to 

familiarise students with adapting to different problem scenarios (Crawley et al., 2014; 

Edström & Kolmos, 2014). 
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2.3.1. The varying structure of problems 

Problems are typically defined by (Jonassen, 2010; Jonassen & Hung, 2008):  

• Context/domain 

• Type 

• Process  

• Solution. 

The context of a problem for example might be bound to a field of study, to the 

knowledge of the problem, or knowledge for the solution (Barlex & Steeg, 2017). 

Knowledge of the problem relates to an understanding of the situation in which the 

problem is embedded (Barlex & Steeg, 2017). For instance, if an individual was tasked 

with designing and making an aid to improve the quality of life of elderly individuals, 

they would require knowledge of the issues that these individuals experience in their 

day-to-day living. Knowledge for the solution relates to an understanding or awareness 

of a component/s of the solution regardless of the situation or task they arise in, such 

as the role or function of gears which remains the same irrespective of working as part 

of a toy or a car (Barlex & Steeg, 2017). Depending on the context of the problem, 

different knowledge may be required by the problem solver. The knowledge required 

and the relative level of knowledge of the problem solver thus influences the problem 

type or structure, depicted in Figure 3. Problem structure can vary depending on the 

degree to which the problem is well-defined or ill-defined and whether it is open-ended 

or closed (Dörner & Funke, 2017; Jaarsveld & Lachmann, 2017; Jonassen & Hung, 

2015). 

The degree of problem definition describes the specifications of the problem that 

are made available to the problem solver. Well-defined problems set out clear 

constraints whereas ill-defined problems are not evidently specified (Dörner & Funke, 

2017; Jaarsveld & Lachmann, 2017; Jonassen, 1997, 2000; Schraw et al., 1995). The 

degree to which a problem is open-ended or closed describes the solution options 

available to the problem solver. Closed problems have a limited number of solutions 

which can be determined with absolute certainty through the implementation of a 

distinct set of specific procedures (Dörner & Funke, 2017; Jaarsveld & Lachmann, 

2017; Jonassen, 2000; Schraw et al., 1995). In contrast, the number of possible 
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solutions in open-ended problems is not restricted and the procedure to solve the 

problem may not be apparent or predictable (Dörner & Funke, 2017; Jaarsveld & 

Lachmann, 2017; Jonassen, 1997). Authentic problems in technological disciplines 

are often more open-ended and ill-defined (de Vries, 2016), such as engineering 

design problems (Gómez Puente et al., 2015). However, in educational settings such 

as engineering education, it is difficult for educators to simulate these authentic ill-

defined open problems that engineering graduates will experience in their future work 

as the emphasis is placed on facilitating the acquisition of their expertise to address 

such problems (Flening et al., 2021). 

Figure 3. Well-defined vs ill-defined and open vs closed ended dichotomies where problems can be 
situated and bound in a specific context. 

As an individual works to solve a problem, regardless of structure, their interactions 

with the problem may also vary depending on the degree to which they are operating 

inside or outside the head (Kimbell et al., 2004) and whether they are  working 

individually or collaboratively (P. A. Kirschner et al., 2018), as demonstrated through 

Figure 4. As an individual engages with a problem they can repeatedly transition from 

considering and conceiving ideas in their mind to realising and modelling ideas with 

their hands (Kimbell et al., 2004). It is worth noting that these modes of designerly 

activity are not mutually exclusive, whereby an individual, when working with their 

hands are also likely to be considering elements of the process in the mind. Within this 

process, there are iterations of ideas in an individual’s mind and these ideas can be 

expressed in the external world through appropriate models varying from discussion 
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(verbal modelling) to graphic and physical models (Kimbell et al., 1991). Depending 

on how the endedness of the problem is defined this can happen once or be repeated 

several times supporting continuous iterations of ideas and models, as is the case 

when solving design problems (Kimbell et al., 2004; Ramey & Uttal, 2017). In design 

problems these iterations of ideas and models can be used to generate and test 

solutions which may also be presented as elements of the solution to the problem 

(Ramey & Uttal, 2017).  

Figure 4. Individual vs collaborative and mind vs hand dichotomies where an individual’s interaction 
with the problem can vary between. 

The necessity to model ideas in the mind or hands would also vary depending on 

the individual or group of individuals solving the problem. Working collaboratively is of 

particular importance in STEM disciplines as some problems are extremely complex 

and often require contributions of team members with specific expertise (Crawley et 

al., 2014; Stieff, 2007; Wai et al., 2009). When problem solving collaboratively, tasks 

may be divided amongst learners in the group resulting in some modelling in the mind 

and others modelling with their hands. This division of tasks can result in a reduction 

in the demands of cognitive processing capacity as the load can be shared and 

distributed among the group (P. A. Kirschner et al., 2018). For instance, if a learner in 

a group has a higher level of knowledge or skill in a particular area in comparison to 

another, the deficits of one can be compensated by the strengths of the other (P. A. 

Kirschner et al., 2018). Therefore, it is important to consider that different members 

involved in collaborative problem solving could require the use of different additional 
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cognitive processes to different degrees in comparison to problem solving at an 

individual level. In measuring or assessing the relative success of problem solving, 

irrespective of it being an individual or group task, is also dependent on the parameters 

of each individual problem. For instance, measuring success in solving a design 

problem may look at the suitability of the solution to address the problem brief, design 

decision skills, or being able to justify the solution (Dixon & Johnson, 2011; Gómez 

Puente et al., 2013; Gomez Puente et al., 2014; Savin-baden, 2014). While measuring 

success with a more structured complex problem may evaluate performance in terms 

of the use of a specific procedure and efficiency in applying that procedure e.g., using 

specific strategies (Greiff & Funke, 2009; Lotz et al., 2016; Rudolph et al., 2018; Schiff 

& Vakil, 2015). The capacity to solve these complex problems, irrespective of 

structure, is underpinned by knowledge relative to the context of the problem and an 

individual’s problem-solving skill proficiency (Litzinger et al., 2010; Mainali, 2012).    

2.3.2. Problem solving process 

Problem solving is recognised as being a higher-order cognitive process (Barak, 2013; 

Mainali, 2012; Y. Wang & Chiew, 2010). Within the Layered Reference Model of the 

Brain (LRMB) (detailed in Figure 5), which encompasses 37 cognitive processes at six 

layers, problem solving is categorised within Layer 6- Higher cognitive functions along 

with factors such as imagery, comprehension, learning, reasoning, and decision 

making (Y. Wang, 2007; Y. Wang et al., 2006; Y. Wang & Chiew, 2010). Efforts to 

understand and advance individuals’ capacity to solve problems have been a research 

interest for several years for researchers from multiple discipline areas. From a human 

intelligence perspective, problem solving is noted to be a basic life function, the most 

complex intellectual function, and related to an individual’s capacity to perceive and 

learn (Barak, 2013; Y. Wang & Chiew, 2010). Being a higher-order cognitive process, 

problem solving interacts with various other cognitive processes including abstraction, 

analysis, decision making, inference, learning and synthesis based on internal 

knowledge representation (Y. Wang & Chiew, 2010). During problem solving, cognitive 

and metacognitive strategies act together to reach a solution (Litzinger et al., 2010). 

An individual’s cognitive strategies are used for task execution, whereas their 

metacognitive strategies support understanding of how the task is performed and 

regulate actions (Litzinger et al., 2010; Schraw, 2001). The characteristics which 
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contribute to an individual being a successful problem solver include: the capacity to 

correctly identify problem goals, persistence, ability to adopt efficient search 

strategies, regulation of actions, and capacity to trace back to previous points in the 

solution process (Litzinger et al., 2010; Y. Wang & Chiew, 2010).  

Figure 5. The Layered Reference Model of the Brain (LRMB) presented by (Y. Wang et al., 2006). 

Problems are considered to exist when there is a goal to be reached but an 

individual does not know how to reach this goal (Buckley et al., 2018a; Fischer et al., 

2011; Schoenfeld, 1983). When faced with a problem an individual has to recourse to 

thinking (Fischer et al., 2011). Mainali (2012) describes problem solving as a 

component of higher-order thinking, whereby the nature of this thinking involves:  

• open ended problem solving where multiple solution options are possible, 
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• the path to solve the problem is not specified in advance, 

• there is significant mental energy invested in solving the problem,  

• there are subtle decisions about strategies to solve the problem not obvious 

to the problem solver, 

• there is not always a clear starting point to the problem,  

• there is an element of metacognition and self-awareness,  

• development and/or application of new theories to sets of facts and 

problems.  

In essence, higher order thinking through this description is problem solving. The 

characteristics set out by Mainali are similar to those set out by others as the 

characteristics of complex problem solving (Dörner & Funke, 2017; Funke, 2012). 

Funke (2012) describes complex problem solving as taking place to reduce the barrier 

between a specific start state and intended goal state which can be supported with the 

help of cognitive activities and behaviour. The start state, goal state, and barriers to 

reach a solution differentiate complex problem solving from simple problem solving. In 

a complex problem these elements can change dynamically over time and be partially 

unclear (Funke, 2012). Comparatively, when solving simple problems, the exact start 

state, goal state, and barriers are known.  

Problem solving is initiated by constructing internal representations of the external 

problem statement creating the “problem space” (Fischer et al., 2011). The problem 

space is all of the possible goals and paths which may be used to reach a solution 

which are known to the problem solver (Y. Wang & Chiew, 2010). Forming this space 

requires reflection of various problem states given the initial problem state, applicable 

operators, and particular goal states (Fischer et al., 2011; Y. Wang et al., 2006). 

Operators are possible actions which can be implemented to achieve the goals of the 

desired solution (Y. Wang & Chiew, 2010). The operators which may be applicable 

can vary between problem solvers depending on factors such as different levels of 

expertise or intelligence (Fischer et al., 2011; Newell & Simon, 1972). When an 

individual has formed an internal representation of the problem, they begin to consider 

methods which may be used to reach the goal state (Fischer et al., 2011). In situations 

where the problem solver does not have expertise relative to the problem context, or 

to reduce the effort and difficulty of the search, they can rely on heuristics such as 
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“means-end-analysis” or “take-the-best” to support them in identifying methods to 

solve the problem (Fischer et al., 2011; Shah & Oppenheimer, 2008; Y. Wang et al., 

2006). Heuristics can be classified as search, stop, or decision-making rules 

(Gigerenzer, 2001). Employing heuristics, the intention is not to find the optimal 

approach to solving the problem, rather to satisfice (Gigerenzer, 2008). When 

engaging with a complex problem individuals rely on a combination of both conceptual 

knowledge and cognitive strategies (e.g., heuristics) (Litzinger et al., 2010). The 

cognitive strategies that an individual has acquired are used to categorise problems, 

focus attention, integrate information, and facilitate knowledge transfer (Litzinger et 

al., 2010; Schraw et al., 2006). Some scholars believe that complex problem solving 

is a facet of general intelligence, although others view it as distinct from intelligence 

(Rudolph et al., 2018). Within contemporary theories of human intelligence, problem 

solving is not outlined as a factor of intelligence. However, successful problem-solving 

performance can be supported by an individual’s relative level of intelligence and 

ability within specific cognitive factors. Where an individual has not acquired the 

necessary expertise to solve the problem, they may utilise factors of their intelligence 

to circumvent the limits in their domain knowledge to reach a solution (Hambrick et al., 

2018; Hambrick & Meinz, 2011; Kulasegaram et al., 2013; Meinz et al., 2012). The 

premise of the circumvention-of-limits hypothesis is reflected by a Knowledge x Ability 

interaction whereby factors of intelligence, or cognitive abilities, are most important for 

individuals with low levels of domain knowledge but not individuals with high levels of 

domain knowledge (Hambrick et al., 2012; Meinz et al., 2012). This interaction is 

demonstrated in Figure 6 where individuals with high levels of domain knowledge rely 

less on cognitive abilities to solve the problem than those with lower levels of expertise. 

Within the theory, the concept is that as individuals engage in direct practice, relative 

to the discipline area, they acquire cognitive strategies such as heuristics and problem-

solving schemas that support them in solving problems without having to rely 

significantly on cognitive abilities (Kulasegaram et al., 2013). However, domain-

general abilities relate to performance for experts in some situations such as dealing 

with a novel topic or task (Hambrick & Meinz, 2011). Additionally, through the 

circumvention-of-limits hypothesis, it is proposed that individuals with low levels of 

expertise but high levels of pertinent cognitive abilities to solving the problem can 

perform to a similar standard as those with high levels of domain knowledge (Hambrick 
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et al., 2012). As such, it is important to consider theories of intelligence when seeking 

to understand problem solving given the contribution of cognitive abilities to solving 

complex and novel problems. 

Figure 6. The interaction between cognitive abilities and complex task performance for individuals with 
different levels of domain knowledge proposed through the circumvention-of-limits hypothesis. 

2.4. Theory of human intelligence 

2.4.1. Evolution of human intelligence theory 

Factors associated with human intelligence have been an area of research focus for 

a significant period. A single general cognitive ability (g) was originally represented 

through the work of Spearman (1904) where he examined the association between 

responses to sensory stimuli and educational performance through factor analyses. 

Advancing on the work of Spearman, Thurstone (1938) developed new factor analysis 

methods which identified 13 group factors, classifying seven of these as primary 

mental abilities, also referred to as second-order factors. These second-order factors 

were space, perceptual speed, number facility, verbal relations, word fluency, memory, 

and induction (Thurstone, 1938). No general factor was identified through Thurstone’s 

work. Following these empirical investigations of intelligence factors, other 

psychologists began to develop theories of intelligence. Through advancement of the 

theories, hierarchical models began to emerge such as that of Burt (1949) who 

presented a model with various levels of dichotomy, the first of which was between 

intellectual (g) and practical/behavioural characteristics. While Vernon (1950) 

theorised an alternative hierarchical model where g was the primary factor and all 
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other factors derived from g. This was followed by the theory that g consisted of two 

separate factors, fluid intelligence (Gf) and crystallised intelligence (Gc), which was 

conceptualised by Cattell, (1943). Fluid intelligence was first described as having “the 

character of a purely general ability to discriminate and perceive relations between 

any fundamentals, new or old” and crystallised ability as consisting of “discriminatory 

habits long established in a particular field, originally through the operation of fluid 

ability, but no longer requiring insightful perception for their successful operation” 

(Cattell, 1943, p. 178). In other words, fluid intelligence is considered as a general 

cognitive ability associated with identifying relations in any context, while crystallised 

intelligence describes learned knowledge and its application. The Gf-Gc theory was 

extended through the work of Cattell and Horn and posited as a hierarchical model 

with Gf and Gc represented above several lower order abilities (Cattell, 1963;Cattell & 

Horn, 1978; J. Horn, 1985, 1988; J. Horn & Cattell, 1966; Schneider & McGrew, 2012). 

Later, Carroll (1993) advanced the theory of the structure of human intelligence further 

by presenting a hierarchical three-stratum theory which was the result of a meta-

analysis of more than 460 psychometric datasets. Carroll presented an empirically 

based taxonomy of human cognitive abilities with stratum three consisting of general 

cognitive ability (g), stratum two consisting of eight broad cognitive abilities, and 

stratum one consisting of several narrow abilities. A synthesis of Carroll’s three-

stratum theory and Gf-Gc theory led to the current most extensive organisation and 

structure of cognitive abilities, the Cattell-Horn-Carroll (CHC) theory of human 

intelligence (Schneider & McGrew, 2018). 

2.4.2. Contemporary understandings of intelligence 

The CHC theory was intended to provide a connection between theory and practice in 

human intelligence research (McGrew, 2005, 2009). It evolved from the two-stratum 

structure of the Gf-Gc theory where general cognitive ability was omitted (McGrew, 

2005), to the current model with cognitive abilities in a hierarchical three-stratum 

structure based on the extensive empirical work conducted by Carroll following the 

conception of the Gf-Gc theory (Carroll, 1993; Schneider & McGrew, 2012). The CHC 

theory expanded the broad cognitive abilities to sixteen from the original eight 

presented through Carroll’s theory (McGill & Dombrowski, 2019; Schneider & McGrew, 

2018). While there is contention in the literature about the order, inclusion, and 
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exclusion of some of the abilities within the CHC model (McGill & Dombrowski, 2019), 

these concerns were noted by Carroll (1997) in earlier works in relation to his own 

findings where he acknowledged that through future research some errors may be 

revealed. Despite this contention, the CHC model presents the current most extensive 

organisation and structure of cognitive abilities and provides a suitable foundation for 

the consideration of the cognitive processes and abilities which underpin problem 

solving in the engineering domain. 

Within the three-stratum structure of the CHC theory, several narrow abilities 

contribute to the structure of each of the broad cognitive abilities, detailed in Table 1, 

which subsequently represent elements of overall general cognitive ability (McGill & 

Dombrowski, 2019; Schneider & McGrew, 2018). The broad cognitive abilities outlined 

through the CHC model are not necessarily a list of abilities which will be used as an 

individual solves a problem. The broad abilities might be critical to performance to 

varying degrees in different disciplines or fields of study depending on the variability 

in problem parameters. The necessity of each of these abilities for an individual to 

solve a problem is dependent on the problem requirements. For example, fluid 

intelligence is likely to be of greater significance for solving novel problems than 

domain-specific knowledge, as fluid intelligence describes the ability to reason in novel 

situations (Oswald et al., 2014; Schneider & McGrew, 2012), and the domain-specific 

knowledge may be unrelated to the problem. Likewise, cognitive abilities can be 

viewed in terms of their necessity for a particular discipline; for example, a chef is likely 

to use their olfactory and tactile abilities frequently, whereas comparatively a 

mechanical engineer could rely more on fluid intelligence and visual processing due 

to the nature of the problems they are required to solve.  

Table 1. Descriptions of the broad cognitive abilities from the CHC theory of human intelligence 
(Schneider & McGrew, 2018). 

Broad cognitive abilities Description 

Fluid reasoning “The use of deliberate and controlled procedures (often requiring 
focused attention) to solve novel, “on-the-spot” problems that 
cannot be performed by using previously learned habits, schema, and 
scripts” 

Working memory capacity “The ability to maintain and manipulate information in active 
attention” 

Learning efficiency “The ability to learn, store, and consolidate new information over 
periods of time measured in minutes, hours, days, and years” 
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Broad cognitive abilities Description 
Retrieval fluency “The rate and fluency at which individuals can produce selectively 

and strategically retrieve verbal and nonverbal information or ideas 
stored in long-term memory” 

Processing speed “The ability to control attention to automatically, quickly, and 
fluently perform relatively simple repetitive cognitive tasks. May also 
be described as attentional fluency or attentional speediness” 

Reaction and decision 
speed 

“The speed of making very simple decisions or judgements when 
items are presented one at a time” 

Psychomotor speed “The ability to perform skilled physical body motor movements (e.g., 
movement of fingers, hands, legs) with precision, coordination, 
fluidity, or strength” 

Comprehension-knowledge “The depth and breadth of knowledge and skills that are valued by 
one’s culture. It includes the depth and breadth of both declarative 
and procedural knowledge, and skills such as language, words, and 
general knowledge developed through experience, learning and 
acculturation”  

Domain-specific knowledge “The depth, breadth, and mastery of specialised declarative and 
procedural knowledge (knowledge not all members of a society are 
expected to have)” 

Reading and writing “The depth and breadth of declarative and procedural knowledge 
and skills related to written language” 

Quantitative knowledge “The depth and breadth of declarative and procedural knowledge 
related to mathematics” 

Visual processing “The ability to make use of simulated mental imagery to solve 
problems- perceiving, discriminating, manipulating, and recalling 
non-linguistic images in the “mind’s eye”” 

Auditory processing The “ability to discriminate, remember, reason, and work creatively 
(on) auditory stimuli, which may consist of tones, environmental 
sounds, and speech units” 

Olfactory abilities “The ability to detect and process meaningful information in odors” 
Tactile abilities “The abilities to detect and process meaningful information in haptic 

(touch) sensations. This domain includes perceiving, discriminating, 
and manipulating touch stimuli” 

Kinaesthetic abilities “The abilities to detect and process meaningful information in 
proprioceptive sensations. Proprioception refers to the ability to 
detect limb position and movement via proprioceptors (sensory 
organs in muscles and ligaments that detect stretching)” 

Psychomotor abilities “The abilities to perform physical body motor movements (e.g., 
movement of fingers, hands, legs) with precision, coordination, or 
strength” 

 

Through analysis of these abilities, it is evident that cognitive ability is a complex 

phenomenon (Carroll, 1993; Lubinski, 2004; McGrew, 2009; Schneider & McGrew, 

2018). In addition to identifying important cognitive abilities which should be 

considered within education from the perspective of cognitive development, the 
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relationship of these abilities to learning must also be considered (F. Kirschner et al., 

2009; P. A. Kirschner et al., 2018; Sweller et al., 2011). In the development of 

expertise, novices can utilise cognitive abilities to compensate for a lack of discipline 

knowledge when addressing a problem, therefore circumventing the limits of their 

information processing capacity and knowledge (Hambrick et al., 2012; Hambrick & 

Meinz, 2011), as earlier outlined. Considering the role of cognitive abilities in 

circumventing limitations in domain-specific knowledge and viewing this in the context 

of engineering problem solving, spatial ability, referred to as visual processing in the 

CHC theory, is a pertinent factor to be considered. Spatial ability has previously been 

demonstrated to support problem solving in other spatially orientated STEM disciplines 

for individuals not familiar with the procedures to solve the problem (Hambrick et al., 

2012). Given these findings and relative importance of spatial ability in engineering 

(Maeda et al., 2013; Metz & Sorby, 2016; Sorby et al., 2014; Uttal & Cohen, 2012; N. 

Veurink & Sorby, 2012; Wai et al., 2009), it is necessary to further explore this relevant 

cognitive factor. 

2.5. Spatial ability 

2.5.1. Defining spatial ability 

Galton (1879, 1880) introduced the concept of spatial ability with Spearman and 

Thurstone providing quantitative evidence of its existence (Buckley et al., 2018a). 

Various definitions of spatial ability are offered through the literature. Carroll (1993) 

described spatial ability as the capacity of an individual to successfully mentally 

manipulate visual patterns. While Lohman, describes spatial ability as “the ability to 

generate, retain, retrieve, and transform well-structured visual images” (Lohman, 

1994, p. 1000). These visual images can include rotation, to folding and unfolding of 

objects (Lohman, 1988, 1989). Meehl (2006) outlined verbal definitions of intelligence 

factors are not sufficient and that it should instead be defined based on empirical 

frameworks. Throughout this thesis, spatial ability will be viewed through the empirical 

taxonomy of intelligence.  

Within the CHC theory of intelligence (based on the empirical work of Cattel, Horn, 

and Carroll (Carroll, 1993; R. B. Cattell & Horn, 1978; J. Horn, 1985, 1988; J. L. Horn 

& Cattell, 1966)), spatial ability is defined as “the ability to make use of simulated 

mental imagery to solve problems- perceiving, discriminating, manipulating, and 
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recalling non-linguistic images in the “mind’s eye”” (Schneider & McGrew, 2018, p. 

125). The term ‘visual processing’ is used to describe spatial ability through the CHC 

framework, where it is a second-order factor of intelligence. It is detailed to consist of 

12 first-order factors, also referred to as narrow factors, through the most current 

version of the model, depicted in Figure 7 (Schneider & McGrew, 2018). These narrow 

factors have been identified through an extensive body of empirical work which began 

with the work of Galton (1879, 1880), and was advanced through the work of a range 

of other researchers (Carroll, 1993; J. Horn, 1988; Lohman, 1994, 1996; Schneider & 

McGrew, 2018; Thurstone, 1938). The definitions of these narrow factors are set out 

through Table 2. 

Figure 7. Narrow factors of spatial ability (visual processing) within the CHC theory of human 
intelligence. 
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Table 2. Descriptions of the narrow factors of spatial ability from the CHC theory of human intelligence 
(Schneider & McGrew, 2018). 

Narrow factors of spatial 

ability 

 

Description 

Visualisation “The  ability  to  perceive  complex  patterns  and  mentally  simulate  

how  they  might  look  when  transformed  (e.g.,  rotated,  twisted,  

inverted, changed in size, partially obscured)” 

Speeded rotation/ spatial 

relations 

“The  ability  to  solve  problems  quickly  by  using  mental  rotation  

of  simple  images” 

Closure speed “The  ability  to  quickly  identify and access a familiar, meaningful 

visual object  stored  in  long-term  memory  from  incomplete  or  

obscured  (e.g.,  vague,  partially  obscured,  disguised,  disconnected)   

visual   cues   of   the   object,   without   knowing  in  advance  what  

the  object  is” 

Visual memory “The ability to remember complex images over short periods of time 

(less than 30  seconds)” 

Spatial scanning “The  ability  to  quickly  and  accurately  survey  (visually  explore)  a  

wide  or  complicated spatial field or pattern with multiple obstacles, 

and identify a target configuration or identify a path through the field 

to a target endpoint” 

Flexibility of closure “The ability to identify a visual figure or pattern embedded in a 

complex distracting or disguised visual pattern or array, when one 

knows in advance what the pattern is” 

Perceptual illusions “The ability not to be fooled by visual illusions” 

Perceptual alternations “Consistency in the  rate  of  alternating  between  different  visual  

perceptions” 

Serial perceptual 

integration 

“The  ability  to recognize an object after only parts of it are shown in 

rapid succession” 

Imagery “The  ability  to  voluntarily  mentally produce very vivid images of 

objects, people, or  events  that  are  not  actually  present” 

Length estimation “The  ability  to  visually  estimate  the  length  of  objects  (without  

using  measuring   instruments)” 

Perceptual speed  “The  speed  and  fluency  with  which  similarities  or  differences  in  

visual  stimuli can be distinguished” 

 

It is important to note that this is not an exhaustive list of all of the narrow spatial 

factors which exist. The factors documented here represent the validated factors within 

the current framework which are largely the outcome of bottom-up programmes of 

research which are predicated on developing tests for practical purposes such as 

prediction or diagnosis (Schneider & McGrew, 2018). Conceptualisations of static and 
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dynamic spatial factors viewing spatial ability as a broader spatial thinking construct 

present a new typology to consider spatial ability within (Buckley et al., 2018a; 

Newcombe & Shipley, 2015; Schneider & McGrew, 2018). Recent conceptualisations 

of spatial ability under the static and dynamic constructs propose the 11 previous 

narrow factors documented through an earlier model of the CHC theory, and 16 

possible additional narrow factors (Buckley et al., 2018a; Schneider & McGrew, 2012). 

However, validation of these factors is required through structural validity research 

(Schneider & McGrew, 2018).  

2.5.2. Measuring and developing spatial ability 

There are various psychometric measures of spatial ability which load on the narrow 

spatial factors outlined in the CHC framework (Buckley et al., 2019). Visualisation is 

one of these narrow factors and in almost all studies showing the predictive capacity 

of spatial ability for performance outcomes, visualisation is used as a proxy measure 

for the broad factor spatial ability (Schneider & McGrew, 2018). This is due to 

visualisation being the closest factor to spatial ability and strongest loading factor in 

analytic models of multiple spatial factors (Buckley, 2020; Carroll, 1993). Psychometric 

tests such as the Paper Folding Test (PFT), Surface Development Test (SDT), Mental 

Rotation Test (MRT), and Purdue Spatial Visualisation Test: and Rotations (PSVT:R) 

all load on the visualisation factor of spatial ability (Bodner & Guay, 1997; Ekstrom et 

al., 1976; Guay, 1976; Vandenberg & Kuse, 1978). Within these tests, individuals are 

asked to identify what an object might look like when moved into a different position, 

after being cut or punched, and where lines of a development would appear when the 

object is folded up. These methods of analysis have been used in STEM research for 

several years (Kozhevnikov et al., 2007; Sorby, 1999; Sorby et al., 2013, 2014; Uttal, 

Miller, et al., 2013; Uttal & Cohen, 2012; Wai et al., 2009; Xu et al., 2016) and can be 

used to capture an extensive range of information regarding an individual’s spatial 

ability (Mohler, 2008).  

Spatial ability is outlined as the innate ability that an individual has before any formal 

training has taken place, while spatial skills can be learned or acquired through training 

(Sorby, 1999). When examining the construct of spatial ability at a university level, it 

is almost impossible to distinguish between abilities and skills because there is not an 

understanding of whether any spatial training has occurred, therefore, the terms have 
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been used interchangeably in these instances (Sorby, 1999). Spatial skills can be 

developed through activities that students engage in throughout their education 

(Kozhevnikov & Thornton, 2006; Metz et al., 2016; Newcombe, 2017; Ramey & Uttal, 

2017). Olkun (2003) presents engineering drawing activities as a means of developing 

spatial ability in engineering education as it requires the visualisation of 2D and 3D 

solutions. Other approaches to developing spatial ability include interventions whereby 

the students engage in a series of spatial training activities to enhance their spatial 

skills such as semester-long programme, or video-game experiences (Martin-Dorta et 

al., 2009; Martín-Gutiérrez et al., 2015; Martín-Gutiérrez & González, 2017; Metz et 

al., 2016; Newcombe, 2017; Roca-González et al., 2017; Sorby, 1999, 2007, 2009; 

Sorby & Baartmans, 1996, 2000; Uttal, Meadow, et al., 2013; Uttal & Cohen, 2012). 

Measuring spatial ability can contribute to talent searches to identify individuals 

suitable to a career in STEM or to determine why and in what situations spatial ability 

contributes to success in the context of engineering and engineering education. 

2.5.3. Influence of spatial ability in engineering education 

Significant evidence documents the gender differences in spatial ability, with males 

outperforming their female counterparts (Doyle et al., 2012; Feng et al., 2007; Metz & 

Sorby, 2016; Sorby, 1999; Sorby et al., 2013; Vandenberg & Kuse, 1978; Xu et al., 

2016; Yilmaz, 2009). Although, given additional time on spatial tests/tasks this gender 

difference can disappear as females may implement an analytic or “piecemeal” 

approach to solving the problem, circumventing the requirement for spatial ability and 

invalidating the measure (Khooshabeh et al., 2011; Lippa et al., 2010; Maeda & Yoon, 

2016; Voyer, 2011; M.-T. Wang & Degol, 2017). There are other areas of cognitive 

abilities where females outperform their male counterparts such as verbal ability (M.-

T. Wang et al., 2013; M.-T. Wang & Degol, 2017). Differences in spatial ability are 

noted to begin emerging at approximately nine or ten years of age, however this may 

vary across populations (Sorby, 1999; Sorby et al., 2014; Uttal & Cohen, 2012; Yilmaz, 

2009). A variety of explanations have been explored for the gender difference in spatial 

cognition, such as childhood experiences and perceptions (Doyle et al., 2012; Kell & 

Lubinski, 2013; Vandenberg & Kuse, 1978; Yilmaz, 2009). These gender differences 

have had far reaching affects throughout the world, including the entry of individuals 

into STEM disciplines (Ardies et al., 2015; Uttal & Cohen, 2012; Xu et al., 2016). 
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Spatial ability has been outlined as a predictor of success in STEM disciplines (Maeda 

et al., 2013; Metz et al., 2016; Olkun, 2003; Schneider & McGrew, 2018; Sorby et al., 

2014; Uttal & Cohen, 2012; Veurink & Sorby, 2012; Wai et al., 2009). It has also been 

documented that an individual’s pursuit of a career in STEM is influenced by their 

spatial ability and their belief in their ability (Maeda et al., 2013; Sorby et al., 2014).  

Due to the nature of the engineering profession and advancements in both 

technology and the complexity of engineering problems, there is a greater importance 

for engineers to be able to visualise effectively in order to solve problems (Burgess et 

al., 2013; Y. S. Chang et al., 2016; Li & Fu, 2012; Ramey & Uttal, 2017; SEFI, 2016; 

Shuman et al., 2005). Disciplines of engineering are spatially demanding, with some, 

such as mechanical engineering, perceived as highly spatially orientated (Veurink & 

Sorby, 2012). An aim of education is to provide students with domain-specific 

knowledge and skills (Sweller, 2015) and therefore support them in acquiring the 

expertise to succeed. Information is often communicated through visual means in 

engineering and engineering education e.g., CAD and engineering drawings (Y. 

Chang, 2014; Y. S. Chang et al., 2016; Olkun, 2003). Therefore, spatial abilities, such 

as visualisation, retention, or mental manipulation (Carroll, 1993; Lohman, 1994; 

Schneider & McGrew, 2018), are necessary to understand the information presented 

to support the acquisition of expertise. Spatial ability is outlined as having a strong 

relationship with performance at all levels of expertise in STEM (Wai et al., 2009). 

Hambrick, et al. (2012), in the context of geology, determined that individuals with 

lower levels of expertise in an area and high levels of spatial ability can perform to a 

similar standard to those with high levels of expertise on an authentic problem. 

However, to date, such a study has not been carried out in engineering education to 

determine why spatial ability is indicative of success. Ramey and Uttal (2017) highlight 

this gap in the literature and through their work outline how spatial practices and 

processes affect learning and the types of activities that facilitate these practices and 

processes. Despite the importance of spatial abilities in STEM, they are outlined as 

neglected talents in both educational and occupational settings which, if incorporated 

to talent searches, could reduce the loss of talent in STEM disciplines (Kell & Lubinski, 

2013; Wai et al., 2009).  
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2.5.4. Spatial ability for problem solving 

As contemporary engineering education programmes are increasingly employing 

problem-orientated approaches (Crawley et al., 2014; Edström & Kolmos, 2014), it is 

conceivable that the role of spatial ability as a component of success in engineering is 

due to its relationship with problem solving. Spatial ability plays an important role in 

problem solving (Hambrick & Meinz, 2011; Ramey & Uttal, 2017; Tzuriel & Egozi, 

2010) and the communication of solutions (Y. Chang, 2014; Y. S. Chang et al., 2016; 

Olkun, 2003; Ramey & Uttal, 2017) which is a fundamental aspect of engineering 

(Jonassen et al., 2006). To solve a problem, an individual must build an understanding 

of its structure which is facilitated by forming a mental representation of the problem 

and reflecting on the perceived problem state and the desired outcome (Björklund, 

2013). This can also be considered as the development of cognitive models which 

involves mentally “building and manipulating images so as to define, refine and 

communicate ideas and solutions” to problems (Gaughran, 2002, p. 3). Developing 

these cognitive models is underpinned by spatial ability with cognitive modelling also 

referred to as visualisation in intelligence research (Schneider & McGrew, 2012). 

Previous research has explored the differences in problem solving approaches 

implemented between individuals with different levels of spatial ability (Khooshabeh et 

al., 2011; Lin, 2016; Tzuriel & Egozi, 2010). Through these studies individuals with 

high levels of spatial abilities were found to use more holistic strategies for problem 

solving rather than more analytic or ‘piecemeal’ approaches which are less optimal. 

Holistic approaches are based on considering a model as a unit and dealing with this 

model as a whole unit whereas analytic or ‘piecemeal’ approaches break down 

elements of the model (Tzuriel & Egozi, 2010). Additionally, in working examining 

gender differences in problem-solving strategies, males were demonstrated to use 

more holistic strategies whereas females were found to use more analytic approaches 

which may be due to the noted gender differences in spatial ability (Lin, 2016; Tzuriel 

& Egozi, 2010). Holistic problem-solving strategies are demonstrated to be more 

efficient than analytic approaches (Tzuriel & Egozi, 2010). As a key component of 

engineering is efficiency in problem solving, spatial ability is a critical cognitive factor 

to be considered for supporting problem-solving performance. Given that spatial ability 

is a cognitive factor, a need emerges to consider the influence it may have on cognitive 

load experienced during problem solving.  
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2.6. Cognitive load 

2.6.1. Defining cognitive load theory  

When the goal is learning (i.e., to invoke a change in students’ long-term memory 

through the acquisition of knowledge), cognitive load needs to be managed (F. 

Kirschner et al., 2009; P. A. Kirschner et al., 2018). “Cognitive load theory aims to 

explain how the information processing load induced by learning tasks can affect 

students’ ability to process new information and to construct knowledge in long-term 

memory” (Sweller et al., 2019, p. 261). The premise of the theory is that individuals 

limited working memory capacity, their capacity to temporarily hold and process 

information, can constrain cognitive processing (O. Chen & Kalyuga, 2020; Sweller et 

al., 2019). Cognitive load is a cognitive reaction that is increased when demands are 

placed on the cognitive system. When this load becomes too high, it can hinder an 

individual’s capacity to learn and their motivation to engage in similar situations in the 

future (O. Chen & Kalyuga, 2020; Paas et al., 2004; Paas, Renkl, et al., 2003; Sweller 

et al., 2019). This load can be increased through insufficient instructional methods and 

unnecessary distractions (Sweller et al., 2019). The goal of cognitive load theory is for 

innovative and effective instructional procedures to be generated to manage the load 

imposed on working memory and optimise information processing capacity (O. Chen 

& Kalyuga, 2020). This requires an awareness of the different types of cognitive load 

that can be experienced, and which type of cognitive load should be optimised to 

facilitate learning.  

2.6.1. Types of cognitive load 

There are two types of cognitive load agreed upon in the literature; intrinsic and 

extraneous cognitive load (F. Kirschner et al., 2009; P. A. Kirschner et al., 2018). The 

existence of a third type of cognitive load, germane cognitive load, is contended in the 

literature base. As germane cognitive load is presented as an element of intrinsic 

cognitive load through the expansion of its definition, it is contended that it is not a 

separate type of cognitive load (Kalyuga, 2011; Kalyuga & Singh, 2016; Leppink, 2017; 

Leppink et al., 2014; Sweller, 2010; Sweller et al., 2011). Germane cognitive load will 

be considered as a component of intrinsic cognitive load through this thesis. Intrinsic 

cognitive load refers to the interaction between the information to be learned and the 

expertise of the learner (F. Kirschner et al., 2009; P. A. Kirschner et al., 2018; Paas et 
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al., 2004; Paas, Renkl, et al., 2003; Paas, Tuovinen, et al., 2003). The load is intrinsic 

if it is caused by the number of information elements in the assigned task and the 

interactivity between the information elements (F. Kirschner et al., 2009). Different 

tasks have various levels of interactivity and therefore have varying capacity to cause 

intrinsic cognitive load (Paas, Renkl, et al., 2003). To manage the effects of intrinsic 

cognitive load, tasks of increasing complexity may be used to ‘build-up’ the interactivity 

of the task (Paas, Renkl, et al., 2003). Germane cognitive load is also classified as 

effective cognitive load that is beneficial to the learning experience (F. Kirschner et al., 

2009; P. A. Kirschner et al., 2018; Paas et al., 2004; Paas, Renkl, et al., 2003; Paas, 

Tuovinen, et al., 2003; Sweller et al., 2011; van Gog & Paas, 2008). Germane cognitive 

load is caused by information and activities that support the learning experience (F. 

Kirschner et al., 2009). This type of load can be managed through the design of the 

task (P. A. Kirschner et al., 2018; Paas, Renkl, et al., 2003). Extraneous cognitive load 

is also referred to as ineffective cognitive load (Paas et al., 2004; Paas, Renkl, et al., 

2003; Sweller et al., 2011) and is caused by information and activities that do not 

support the learning experience (F. Kirschner et al., 2009; Paas et al., 2004; Sweller 

et al., 2011; van Gog & Paas, 2008). As extraneous cognitive load is caused by 

elements that do not support the learning approach, the goal is to manage it through 

the instructional approaches implemented for a task (P. A. Kirschner et al., 2018). The 

varying types of cognitive load which can be experienced by a learner can also have 

various effects on the learning experience. 

2.6.2. Effects of cognitive load on learning 

Human cognitive architecture can broadly be viewed as having three core elements; 

amassing information, acquiring information, and interacting with the external 

environment (Sweller et al., 2011). Within the three core elements of human cognitive 

architecture, five principles of natural information processing systems are described; 

the information store principle, the borrowing and reorganising principle, the 

randomness as genesis principle, the narrow limits of change principle, and the 

environmental organising and linking principle (Sweller et al., 2011). These principles 

are described by Sweller, et al. (2011) as:  
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1. The information store principle- large amounts of organised knowledge can be 

stored in long-term memory and the information stored here allows humans to 

engage in activities automatically by recognition.  

2. The borrowing and reorganising principle- the majority of the secondary 

knowledge that is stored in long-term memory is borrowed from others. This 

information can be reorganised for storage in long-term memory and 

transmitted to others.  

3. The randomness as genesis principle- focuses on how information is initially 

created and how random generate and tests procedures are used as the source 

of novel information.  

4. The narrow limits of change principle- is the collective term used to describe 

the characteristics of a natural information processing system in order to 

acquire information from the environment.  

5. The environmental organising and linking principle- is the collective term used 

to describe the characteristics necessary for a system to perform appropriately 

within an environment. The final two principles provide the connection between 

natural information processing and systems and the environment they are in.  

The interaction of an individual with the external environment forms the basis of 

cognitive load theory. Cognitive load theory focuses on individuals learning complex 

cognitive tasks and overcoming the cognitive strain experienced for meaningful 

learning to take place (Paas, Renkl, et al., 2003; Sweller, 1988). The effects of 

cognitive load on individuals and groups of individuals have been examined 

throughout the literature (F. Kirschner et al., 2009; P. A. Kirschner et al., 2018; Paas, 

Renkl, et al., 2003; Paas, Tuovinen, et al., 2003; Sweller, 1988; Sweller et al., 2011). 

Cognitive load can have several effects such as split-attention, redundancy, expertise 

reversal, and element interactivity with Sweller, et al. (2011) providing the following 

descriptions of these effects. The split-attention effect occurs when an individual’s 

attention must split between at least two sources of information which are separated 

spatially or temporally. Redundancy effects are caused when several sources of 

information can be understood separately without mental integration being required. 

With the expertise reversal effect, numerous sources of information may be required 

for novices to support understanding while the same information may not be required 
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for expert understanding. Element interactivity effect is caused by the level of 

interactivity between essential elements of information for understanding. To manage 

the effects of cognitive load on learning and ascertain whether it is being optimised, 

rather than hindering a learner’s capacity to engage with a problem, requires a 

mechanism to suitably measure cognitive load. 

2.6.3. Measuring cognitive load 

Measures of cognitive load can be classified through two dimensions, causal relation 

(direct or indirect) and objectivity (subjective or objective) (Brünken et al., 2003). 

Subjective measures of cognitive load include self-reported invested mental effort 

(indirect) and self-reported difficulty of materials (direct). Difficulty is a direct measure 

of cognitive load given the causal relation between the measure and the phenomenon 

under investigation. There is a direct link between the difficulty of learning materials 

and the cognitive load experienced because difficulty is a direct result of the 

extraneous and intrinsic cognitive load imposed by the learning material (Brünken et 

al., 2003). Whereas mental effort is an indirect subjective measure as there is an 

indirect causal relationship between the measure and cognitive load. Objective 

measures of cognitive load include psychophysiological measures such as 

pupillometry or Electrodermal activity (EDA) which have an indirect causal relation with 

cognitive load, and brain activity and dual-task performance which have a direct causal 

relation with cognitive load. Table 3 outlines the classification of these approaches to 

measuring cognitive load. 

Table 3. The classification of approaches to measuring cognitive load with examples. 

 Causal Relationship 

Objectivity  Direct Indirect 

Objective  Brain activity Pupillometry 

 Dual-task performance Electrodermal activity 

  Behavioural measures 

 

Subjective Self-reported difficulty level Self-reported invested mental 

effort 

2.6.3.1. Subjective measures 

Subjective rating scales can be used to determine an individual’s level of agreement 

with a statement or intensity of a feeling or emotion in response to an event (Cohen et 

al., 2018). In cognitive load measurement, there are two underlying assumptions in 
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the use of subjective measures. It is assumed that individuals have an understanding 

of the terms “invested mental effort” and “difficulty of a task” and assumed that 

individuals have the metacognitive ability to evaluate how much mental effort they 

have invested (Ouwehand et al., 2021). The most associated subjective measures of 

cognitive load are self-reporting Likert scales and semantic differential scales (Kalyuga 

& Plass, 2017; Leppink et al., 2013; Leppink & van Merrienboer, 2015; Ouwehand et 

al., 2021; Paas, Renkl, et al., 2003; van Merriënboer & Sweller, 2005). The number of 

points on these self-reporting scales can vary. In certain approaches, seven-point 

scales such as the NASA Task Load Index (NASA-TLX) are implemented whilst others 

employ nine-point rating scales in cognitive load measurement (Leppink et al., 2014). 

NASA-TLX was developed with the goal of providing a sensitive summary of variations 

of workload (Hart & Staveland, 1988). The rationale and process of development of 

the scale are documented by Hart and Staveland (Hart & Staveland, 1988). NASA-

TLX is a direct subjective measure of cognitive load (Kalyuga & Plass, 2017). Paas 

(1992) developed and validated a nine-point Likert-type item to evaluate the mental 

effort experienced by an individual as they performed a task. The numbers on the 

scale were assigned labels ranging from (1) very, very low mental effort to (9) very, 

very high mental effort. The difference between the two scales, apart from the number 

of points, is that the scale developed by Paas (1992) is a single item that solely 

measures mental effort. The NASA-TLX has multiple items that measure various 

factors which contribute to workload such as mental demand, effort, and frustration 

(Hart & Staveland, 1988). A Visual Analogue Scale (VAS) can also be used to measure 

cognitive load and presents numbers on a line continuum where individuals can move 

a bar between 0 and 100% to indicate the level of cognitive load that they have 

experienced (Ouwehand et al., 2021). A VAS collects a continuous and interval-level 

measurement and has been demonstrated to have high test-retest reliability and small 

measurement error (Ouwehand et al., 2021). Each approach offers a valid and reliable 

subjective measure of cognitive load (Ouwehand et al., 2021; Paas, Tuovinen, et al., 

2003). The scales can be administered multiple times throughout an activity or once 

at the end of a series of activities (Leppink & van Merrienboer, 2015). Research 

findings have indicated that a single retrospective measure yields a higher response 

than the average of the multiple measures after each activity (Leppink & van 

Merrienboer, 2015). Rating scales, however, have some limitations. There is no 
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assumption of equal intervals between each of the ratings. There is a tendency on 

five-point and seven-point scales for individuals to avoid selecting extreme values on 

the scale, and there is no way of knowing if the individual completing it wished to add 

a comment on what was being investigated (Cohen et al., 2018). It is also noted that 

frequent administration throughout a learning experience can be intrusive (Kalyuga & 

Plass, 2017). However, some of these issues can be addressed through method 

design, e.g., using a nine-point scale or adapting the standard format to include a 

comment section. 

Subjective verbal qualitative approaches can also support investigations of 

cognitive load by gaining understanding and insight of experiences from individual 

perspectives. These include interviews such as stimulated recall interviews (Beers et 

al., 2008) and concurrent verbal protocols such as think-aloud (Jenkinson, 2009). 

Each of these approaches have both strengths and weaknesses associated with their 

application. Stimulated recall interviews have been used in cognitive load research to 

gain an insight of thought processes and how they relate to different types of loads 

experienced (Beers et al., 2008). Cohen et al. (2018) and Creswell and Creswell 

(2018) discuss the advantages and disadvantages of interview approaches in detail. 

They outline that interview approaches, not specifically for the purpose of cognitive 

load measurement, can be used to gather information directly relating to research 

questions or objectives, to test or generate hypotheses, or in conjunction with other 

methods to examine and validate the methods or investigate the motivations and 

responses of individuals. However, some weaknesses associated with interview 

approaches exist such as interviewer bias or interviewees becoming uneasy with a 

line of questioning.  

Think-aloud protocols provide a method for studying both behavioural and cognitive 

processes during problem solving (Prokop et al., 2020). These protocols have been 

used with implicit measures of cognitive load such as eye tracking to inform a detailed 

account of performance and performance parameters (Prokop et al., 2020). However, 

despite these protocols informing the approach being implemented in real-time, there 

are some weaknesses to their implementation such as slowing participants down, 

which in turn makes tasks take longer and changes the participant’s interaction with a 

task (Barkaoui, 2011; Prokop et al., 2020). In addition, when used simultaneously with 



 

42 

 

eye-tracking measurement, an objective measure of cognitive load, it can lead to an 

increased number of fixations (Prokop et al., 2020).  

2.6.3.2. Objective measures 

As detailed in Table 3, behavioural measures and physiological responses are 

examples of objective measurement of cognitive load. Previous work has examined 

the utility of gesturing behaviours to minimize the load on memory during information 

processing by temporarily off-loading working memory resources normally required for 

internally maintaining information by physically maintaining some information through 

gesturing (e.g., finger counting or pointing) (Eielts et al., 2020; Paas & van 

Merriënboer, 2020; Pouw et al., 2014). Research into associations between 

behaviours and cognitive processing has not yet advanced beyond the role of the 

gesturing behaviour. Insights to behaviour can be gained subjectively through 

approaches such as think-aloud protocols (Prokop et al., 2020), or objectively using 

approaches such as observation. Observations provide capacity for the researcher to 

capture situations such as events and behaviours as they occur and afford strong face 

validity through capturing rich contextual information (Cohen et al., 2018; Creswell & 

Creswell, 2018). Limitations in their use include the researcher being seen as intrusive 

and there may be problems in gaining rapport with certain participants (Creswell & 

Creswell, 2018). Video recording can also be used as a means of observation to 

circumvent limitations in building rapport. In video observations, the collection of 

footage by an observer may be disruptive to the participant or affect responses. 

However, recording equipment can be discretely setup to minimize intrusiveness. 

Using video also affords capacity to observe behaviours retrospectively (Reid et al., 

2020). Audio-visual recordings can be used to support additional data collection 

through interview techniques, such as video-stimulated recall interviews, to provide an 

in-depth understanding of events (Paskins et al., 2017).  

The measurement of physiological responses as an indicator of cognitive load is 

based on the premise that changes in cognitive load are reflected by physiological 

variables (Paas, Tuovinen, et al., 2003). Various physiological responses have been 

used as objective, but indirect, measures to investigate cognitive load experienced by 

individuals throughout activities (Reid et al., 2020). These include eye-tracking, 

pupillometry, electroencephalography (EEG), heart rate (HR) and EDA (Antonenko et 



 

43 

 

al., 2010; Brünken et al., 2003; Paas, Tuovinen, et al., 2003; Setz et al., 2010). In using 

physiological responses as measures of cognitive load, it is necessary to observe 

additional variables to triangulate the measurement to evaluate whether it can be 

interpreted as an indication of cognitive load (Kalyuga & Plass, 2017). Physiological 

measures afford an objective measure of cognitive load during the completion of a 

task. However, they often require the use of invasive technologies, which themselves 

have been criticized due to the potential negative impact that they can have on primary 

task performance and therefore the ecological validity of a study (Paas, Tuovinen, et 

al., 2003; van Merriënboer & Sweller, 2005). However, recent advances in technology 

have provided capacity to measure physiological responses such as HR and EDA 

unobtrusively, e.g., wearable wristbands (Cain & Lee, 2020; Poh et al., 2010; Posada-

Quintero & Chon, 2020). This increases the viability of implicitly measuring cognitive 

load through engagement with a task, as significant movement restrictions are no 

longer a concern (Reid et al., 2020). 

2.7. Summary of literature review 

Throughout this section the epistemic position and existing pedagogical practices of 

engineering education have been explored. Tools and strategies for problem solving 

are outlined as a core epistemic practice of engineering for education (Cunningham & 

Kelly, 2017; Jonassen, 2015; Passow & Passow, 2017; Sheppard et al., 2008). 

Further, complex problem-solving skills are outlined as the most important skill needed 

in engineering for IR 4.0 (Kamaruzaman et al., 2019),  while also being highlighted as 

one of top competencies required of engineering graduates by practicing engineers, 

undergraduate alumni, and engineering faculty (Passow & Passow, 2017). However, 

despite the relative importance of problem-skills in engineering and significant efforts 

to develop these skills through problem-orientated pedagogical approaches (Crawley 

et al., 2014; Edström & Kolmos, 2014), engineering employers are reporting a lack of 

proficiency in engineering graduates problem-solving skills (Nair et al., 2009; Valentine 

et al., 2017; Ward & Thiriet, 2010). Therefore, it is necessary that research is 

conducted to gain insight to the factors underpinning complex problem-solving 

performance to contribute towards addressing this skills gap. 

As a result of the contribution of spatial ability to success in engineering education 

(Buckley, et al., 2018, 2017; Maeda, et al., 2013; Olkun, 2003; Schneider & McGrew, 
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2018; Sorby & Metz, 2016; Sorby, et al., 2014; Uttal & Cohen, 2012; Veurink & Sorby, 

2012; Wai, et al, 2009) and its described role in problem solving from an intelligence 

perspective (Schneider & McGrew, 2018), it is conceivable that spatial ability level may 

contribute to the complex problem-solving process for individuals. Therefore, it is a 

pertinent factor to be considered in seeking to understand the factors which underpin 

problem-solving performance. Exploring problem solving from a cognitive perspective 

as a fundamental human cognitive process (Y. Wang & Chiew, 2010) also requires 

consideration of cognitive load which is associated with the management of cognitive 

resources during engagement with a task (Chen & Kalyuga, 2020; Sweller, et al., 

2019). As a study of this nature has not previously been conducted in the field of 

engineering education, it is likely that exploring problem solving in this way will 

contribute to both a new dimension of understanding of the problem-solving process 

and towards informing understanding of the causal association between spatial ability 

and success in engineering education. 
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3. Methodology  
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3.1. Research paradigm  

In educational research there are several research paradigms that can be subscribed 

to such as the pragmatist, post-positivist, interpretivist, and critical paradigms which 

are highlighted as main worldviews through the literature (Feilzer, 2010; Kivunja & 

Kuyini, 2017). Research in the critical paradigm investigates economic and social 

issues to address problems such as social oppression (Kivunja & Kuyini, 2017). 

Interpretivist research works to understand human experience and relies on qualitative 

or mixed data (Mackenzie & Knipe, 2006). Research in the post-positivist paradigm 

holds a deterministic philosophy through which causes determine outcomes or effects 

(Creswell & Creswell, 2018). Research in this paradigm focuses on numerically 

measuring observations and studying human behaviours to verify a theory. Finally, 

work in the pragmatist paradigm places focus on solving practical “real world” 

problems and accepts that there are various realities that are open to inquiry (Feilzer, 

2010). Within this paradigm the emphasis is placed on the research problem and 

question and the use of all available approaches to understand the problem (Creswell 

& Creswell, 2018).  

The work presented in this thesis sought to examine how the role of spatial ability 

in complex problem solving contributes to a broader causal theory of the relationship 

between spatial ability and success in engineering. Considering the research problem 

there is a necessity to reflect on the approaches which may be used to investigate the 

core variables to gain understanding of the research problem. For example, it was 

essential that in this research the focal variable of complex problem-solving capability 

is isolated. Therefore, consideration was required surrounding the type of problem that 

would facilitate this. While discipline-specific complex problem solving is a core 

component of engineering practice, employing a discipline-specific problem in this 

research would introduce confounding variables impeding the isolation of the focal 

variable of interest. Using a domain-general complex problem affords the capacity to 

control for confounding variables while isolating the focal variable. Therefore, in the 

context of this research, a domain-general complex problem is most suitable for 

exploring complex problem-solving capability and addressing the research questions. 

The process of determining the most suitable approaches to explore the core variables 

is documented in section 3.4. Given the complexity of the research problem and 
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questions being addressed through this research, it was necessary to not only 

consider all available approaches to understanding the phenomenon under 

investigation but also to reflect on the various qualitative and quantitative methods 

which may be used to obtain a comprehensive insight to the potential influence of 

spatial ability in domain-general complex problem solving. Therefore, the research 

presented in this thesis subscribes to the pragmatist research paradigm. Creswell and 

Creswell (2018, 36–37) outline the key assumptions made in pragmatist research as:  

• “Pragmatism is not committed to any one system of philosophy and reality. This 

applies to mixed methods research in that inquirers draw liberally from both 

quantitative and qualitative assumptions when they engage in their research.  

• Individual researchers have a freedom of choice. In this way, researchers are 

free to choose the methods, techniques, and procedures of research that best 

meet their needs and purposes.  

• Pragmatists do not see the world as an absolute unity. In a similar way, mixed 

methods researchers look to many approaches for collecting and analysing 

data rather than subscribing to only one way (e.g., quantitative or qualitative).  

• Truth is what works at the time. It is not based in a duality between reality 

independent of the mind or within the mind. Thus, in mixed methods research, 

investigators use both quantitative and qualitative data because they work to 

provide the best understanding of a research problem.  

• The pragmatist researchers look to the what and how to research based on the 

intended consequences—where they want to go with it. Mixed methods 

researchers need to establish a purpose for their mixing, a rationale for the 

reasons why quantitative and qualitative data need to be mixed in the first place.  

• Pragmatists agree that research always occurs in social, historical, political, and 

other contexts. In this way, mixed methods studies may include a postmodern 

turn, a theoretical lens that is reflective of social justice and political aims.  

• Pragmatists have believed in an external world independent of the mind as well 

as that lodged in the mind. But they believe that we need to stop asking 

questions about reality and the laws of nature.  
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• Thus, for the mixed methods researcher, pragmatism opens the door to multiple 

methods, different worldviews, and different assumptions, as well as different 

forms of data collection and analysis.”  

3.2. Methodological approach 

In this research there are three primary variables being considered: spatial ability, 

general complex problem solving capacity, and cognitive load. In this work, problem-

solving performance and the management of cognitive load during problem solving 

are theorised to be supported by an individual’s spatial ability (Figure 2). It is necessary 

that a comprehensive approach is taken to examining these variables to understand 

the connections that are theorised to exist. The measurement of problem-solving 

performance, spatial ability and cognitive load are commonly associated with 

quantitative data collection. However, this research also theorises that individuals may 

use different behaviours to manage cognitive resources during problem solving. 

Therefore, there is a requirement to document and examine qualitative observations 

to test this hypothesis. To robustly examine the role of cognitive load in problem-

solving performance from this perspective requires the use of a mixed method 

research design.  

There are three core mixed method research designs: exploratory sequential, 

explanatory sequential, and convergent designs (Creswell & Creswell, 2018). These 

designs can also be used in more complex mixed methods designs e.g., mixed 

method, case study designs or mixed method experimental designs. Through an 

exploratory sequential design, qualitative data is initially collected in one phase and 

analysed. This is then followed by quantitative data collection and analysis to explore 

findings from insights gained from the qualitative analysis (Cohen et al., 2018; 

Creswell & Creswell, 2018). The explanatory sequential design is the inverse of the 

exploratory sequential approach. In an explanatory sequential design, quantitative 

data is initially collected and analysed with qualitative data collected in a following 

phase to explain the quantitative findings in more detail (Cohen et al., 2018; Creswell 

& Creswell, 2018).  

As a component of this research seeks to gain insight to the role of behaviours in 

managing cognitive resources throughout a problem-solving experience, neither 
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sequential approach would be appropriate as through these mixed method research 

designs the quantitative and qualitative data is collected separately. To gain an insight 

of the role of behaviours in cognitive resource management throughout problem 

solving would necessitate the simultaneous collection of qualitative observational data 

and quantitative cognitive load data to determine whether behaviours can be inferred 

as an indicator of cognitive resource management during problem solving. A 

convergent mixed method design would facilitate this investigation and the 

determination of whether there is an association between externalised behaviours and 

the management of cognitive resources throughout a problem-solving episode. 

Through a convergent mixed method design, qualitative and quantitative data are 

collected simultaneously and merged to provide a comprehensive analysis of the 

research problem (Creswell & Creswell, 2018). A convergent mixed methods design 

was employed in this thesis, and the full methodological design will be outlined in the 

next section. 

3.3. Design 

To address the aim of this thesis, to investigate the role of spatial ability in problem 

solving from a cognitive perspective to contribute towards the understanding of a 

causal association between spatial ability and success in engineering education, two 

studies with convergent mixed method designs were conducted. These studies will be 

referred to as the preliminary study and the main study throughout this thesis. The 

studies were developed to attend to the research question: 

How does spatial ability’s role in problem solving contribute to a broader causal 

theory between spatial ability and success in engineering education? 

3.3.1. Preliminary study 

In the preliminary study, the intention was to examine the capacity of a methodology 

consisting of a video protocol and indirect physiological and self-report cognitive load 

measures and gain insight to the behaviours demonstrated by individuals during a 

problem-solving episode (Reid et al., 2020). As previous research has not 

incorporated the observation of behaviours with physiological objective measures of 

cognitive load it was necessary that a pilot test was conducted to ensure that such a 

methodology could appropriately contribute to addressing the research aim and 
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question. Additionally, further to piloting methods, this study would facilitate 

comprehensive investigation of the observable behaviours demonstrated by 

individuals while solving a domain general complex problem through inductive 

thematic coding. From the outcomes of previous research where gesturing has been 

demonstrated to be representative of internal cognitive processes (Eielts et al., 2020), 

it is conceivable that other observable behaviours may also contribute to this process 

and as with gesturing, relate to individuals with different levels of spatial ability. To 

investigate these theories and the capacity of the methodology to inform 

understanding of the role of spatial ability in problem solving, the preliminary study 

design facilitated the collection of qualitative data in relation to performance and 

behaviours whilst quantitative data was simultaneously collected relative to cognitive 

load and performance in one session. In a separate session, spatial tests were 

administered to measure spatial ability. The convergent mixed method design of the 

study is illustrated in Figure 8 below. 

Figure 8. Preliminary study convergent mixed method research design. 

3.3.2. Primary study 

From the insights gained in the preliminary study the methodological approach was 

advanced for the main research investigation, particularly in terms of the behaviours 

to be observed and measurement of cognitive load. Again, a convergent mixed 

method design was used (outlined in Figure 9) where in one session the qualitative 

observations were collected whilst simultaneously collecting quantitative performance 
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data. Quantitative cognitive load data was also collected in this session. In a separate 

session, spatial tests were administered to obtain a measure of spatial ability. The 

specific approaches used to measure the constructs under investigation , which were 

treated as variables, are detailed in the following sub-sections. 

Figure 9. Overview of the convergent mixed method design for the primary research study. 

 

3.4. Treatment and measurement of core constructs 

3.4.1. Complex problem-solving performance 

Complex problem solving is described as reviewing information related to a problem 

to develop and evaluate options available to solve the problem and implement 

solutions (World Economic Forum, 2020). The characteristics of a successful problem 

solver include (Litzinger et al., 2010; Y. Wang & Chiew, 2010):  

• the capacity to correctly identify problem goals 

• persistence 

• ability to adopt efficient search strategies  

• regulation of actions and  

• capacity to trace back to previous points in the solution process.  

Given the complexity of problem solving, it is necessary to consider a measurement 

approach that can suitably and reliably measure these capacities. Commonly, complex 

problem-solving performance is associated with ill-defined open-ended problems such 
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as design problems (Dörner & Funke, 2017; Funke, 2012; Jonassen, 2015; Murray et 

al., 2019). However, in seeking to measure a student’s underlying capacity to solve 

complex problems the use of a discipline-specific complex problem, such as an 

engineering design problem, would not be suitable as the authentic and disciplined 

nature of such a problem would introduce confounding variables such as discipline 

knowledge making the isolation of the focal variable more difficult. Employing a 

domain-general complex problem would afford the capacity to control for confounding 

variables, such as discipline knowledge, whilst isolating the focal variable of complex 

problem-solving capability. Therefore, in the context of this research, a domain-

general complex problem is most suitable for exploring complex problem-solving 

capability and addressing the research questions. 

There has been little consensus on how to measure complex problem-solving 

performance on an individual level (Greiff & Funke, 2009). In previous work on 

complex problem solving in educational contexts, the computer based MicroDYN 

approach has been implemented (Lotz et al., 2016; Rudolph et al., 2018; Wüstenberg 

et al., 2012). The MicroDYN approach requires individuals to detect causal 

associations between elements of a system and in turn, control the system (Greiff & 

Funke, 2009). Previous research has supported the usability of this approach in terms 

of its internal consistency (Rudolph et al., 2018; Wüstenberg et al., 2012). This 

approach, or similar approaches, was not deemed appropriate for this research as a 

computerised problem reduces the possibility to explore the potential use of 

externalised behaviours by problem solvers as a method for cognitive resource 

management. Instead, a general physical problem was deemed appropriate. 

The Tower of Hanoi (TOH) problem has been extensively used in studies examining 

complex problem solving, executive functioning, and gesturing to manage cognitive 

resources during problem solving (Beilock & Goldin-Meadow, 2010; Cooperrider et al., 

2015; Eielts et al., 2020; Moreno & Guidetti, 2018; Pouw et al., 2016; Schiff & Vakil, 

2015; Trofatter et al., 2015; Welsh et al., 1999; Welsh & Huizinga, 2005). Although, it 

has been criticised by some as being too simplistic, fully transparent, and static 

(Funke, 2010), others contend that the complexity of the problem lies within the 

identification and management of its sub-goals whereby the solver must recursively 

think ahead, consider the implications of their immediate and future actions, and have 
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an awareness that counterintuitive moves are necessary to reach the goal state (Schiff 

& Vakil, 2015). This aligns with the adopted definition of complex problem solving in 

this thesis, where complexity relates to the identification and evaluation of solution 

pathways, and the aforementioned characteristics of successful problem solvers. The 

difficulty of the TOH problem can be increased for the user through the addition of 

more disks whereas the complexity can be increased through the addition of more 

pegs as more solution pathways would be present at any given time. The instructions 

for the TOH are simplistic and can be carefully controlled for identical instruction to 

each participant. This can theoretically normalise the amount of extraneous cognitive 

load experienced by participants due to the instructional design of the problem. 

Importantly, using the TOH to measure complex problem-solving performance 

negates the requirement of computers for the process. 

In the context of this research, the TOH was deemed a suitable measure of complex 

problem-solving capacity as it requires the use of capacities outlined as key 

characteristics of successful problem solvers (Litzinger et al., 2010; Schiff & Vakil, 

2015; Y. Wang & Chiew, 2010). A physical model of the TOH was used to maintain 

the possible affordances of physical external behaviours such as gesturing. The 

version adopted had three pegs to control for complexity and two variations of the 

problem were used, the three- and more difficult four-disk TOH. It is standard in studies 

that use the TOH as a measure of complex problem-solving performance to use both 

versions of the problem (Eielts et al., 2020; Moreno & Guidetti, 2018; Schiff & Vakil, 

2015; Welsh & Huizinga, 2005). The premise of this is to facilitate a comparison of 

performance of individuals with an easier and more difficult version of the complex 

problem and explore the significance of the relationship between other variables (e.g., 

gesturing, working memory, planning) and performance on complex problems of 

varying difficulty levels (Eielts et al., 2020; Pouw et al., 2016; Schiff & Vakil, 2015). In 

using both problems consideration is required for the potential priming effects of the 

three-disk TOH for performance on the four-disk TOH where the participant may 

subsequently perform better on the four-disk TOH having first engaged with the three-

disk TOH. For the three-disk TOH to serve as a prime for the four-disk TOH would 

require participants to be able to correctly identify the goals and sub-goals of the 

problem, the process of solving the problem and subsequently transfer this experience 
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to the more difficult four-disk TOH. This would be representative of complex problem-

solving capability. Where this transfer does not take place may be indicative that 

complex problem-solving capability has not been developed. As a component of this 

research is investigate whether complex problem-solving capacity is developed 

through engineering education the potential of the three-disk TOH to prime for the four-

disk TOH would not have significant implications in the context of this research. 

Figure 10 demonstrates the physical three-disk TOH problem. An additional smaller 

disk was added to this for the four-disk problem. Consistent with typical performance 

measures for the TOH, performance was evaluated in terms of the number of moves 

made and time taken to solve the problem. The three-disk TOH can be completed in 

a minimum of 7 moves and the four-disk TOH can be completed in a minimum of 15 

moves. Participants are afforded unlimited time to solve the problem.  

Figure 10. A physical model of the three-disk TOH problem. 

3.4.2. Spatial ability 

Spatial ability is described as the ability of an individual to use simulated mental 

imagery to solve problems by perceiving, discrimination and manipulating images in 

the “mind’s eye” (Schneider & McGrew, 2018). The psychometric tradition of 

measuring cognitive ability will be used in this research as the predictive validity of 

these instruments has previously been demonstrated in research examining the 

relationship between spatial ability and engineering. Psychometric testing is used to 

measure psychological attributes of an individual such as intelligence and personality. 

Valid psychometric tests can be used to measure specific cognitive factors at a given 
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point in time. Ekstrom et al. (1976) document 72 cognitive tests to measure 23 different 

cognitive factors in the Manual of Kit of Factor-Referenced Cognitive Tests. 

Psychometric tests are applied in educational settings to evaluate individual’s 

performance and determine cognitive factors that relate to success (Kell & Lubinski, 

2013; Wai et al., 2009).  

Common accepted practice in the psychometric measurement of spatial ability is 

using tests which load on the narrow cognitive factor of visualisation (Schneider & 

McGrew, 2018). In almost all studies showing the predictive capacity of spatial ability 

for performance outcomes, visualisation is used as a proxy measure for the broad 

factor spatial ability (Schneider & McGrew, 2018). This is due to visualisation being 

the closest factor to spatial ability and strongest loading factor in analytic models of 

multiple spatial factors (Buckley, 2020; Carroll, 1993). To measure a narrow factor of 

cognitive ability, such as visualisation, requires the use of multiple tests specific to that 

factor as in isolation they are an imperfect measure of the factor (Schneider & McGrew, 

2018). In the application of psychometric testing to measure spatial ability it is 

important to note that the number of tests used can result in fatigue or loss of 

motivation of the individual being tested (Buckley et al., 2018a). Therefore, if many 

tests are required or the tests being used are long, where possible the order of tests 

should be randomised to support a comprehensive analysis that considers test fatigue. 

Psychometric measurement of spatial ability can be administered through paper-

based or computer-based formats (S. K. T. Bailey et al., 2018; Friedman et al., 2020; 

Jamil et al., 2012; Leeson, 2006). As technology has evolved, computer-based 

psychometric measurements of various cognitive abilities have become increasingly 

common and this approach has been considered as a suitable replacement for more 

traditional paper-based approaches (S. K. T. Bailey et al., 2018). The benefits of 

computer-based measurement include automated scoring, and rapid administration 

(S. K. T. Bailey et al., 2018; Jamil et al., 2012; Leeson, 2006). However, there is not 

as much research evidencing the reliability of these computer-based approaches. 

Research examining the reliability of computer-based testing approaches has 

indicated that equivalent test taker performances are not obtained between them and 

paper and pencil approaches (S. K. T. Bailey et al., 2018; Leeson, 2006). Possible 

reasons for this include confounding variables such as computerised testing implicitly 
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affording different strategies, and computer anxiety and experience (McDonald, 2002). 

In contrast, paper-based approaches for measuring spatial ability have been 

extensively used in research measuring spatial ability and there is a significant body 

of evidence of the validity and reliability of these approaches to accurately measure 

factors of spatial ability (Schneider & McGrew, 2018).  

In the preliminary study in this thesis three paper-and-pencil psychometric 

measures of visualisation, the PSVT:R, SDT and PFT were used. The PSVT:R is a 

30-item test where items gradually increase in difficulty through the requirement for 

more mental rotations in subsequent items, and individuals are given twenty minutes 

complete the test (Guay, 1976). It is commonly used in the measurement of spatial 

ability in engineering education research and is evidenced as a valid and reliable 

measure of spatial visualisation (Maeda et al., 2013; Sorby et al., 2006). A sample 

question from the PSVT:R can be seen in Figure 11A. To answer each of the 30 items 

on the test, individuals are instructed to study the shape in the top line of the question 

and how it is rotated. They are then asked to picture in their mind what the shape 

shown in the middle line of the question would look like when rotated in the same way. 

Five solution options are provided for the individual in the bottom line of the question 

and they are instructed to select the one that looks like the object rotated in the correct 

position. For the example in Figure 11A option B would be the correct solution. 

The SDT and PFT are both valid and reliable measures of visualisation and are 

provided in the Kit of Factor-referenced Cognitive Tests (Ekstrom et al., 1976). The 

SDT is a two-part, 12-item test, where individuals are given six minutes to solve each 

part. An example of a question on the SDT is demonstrated in Figure 11B. With this 

test, individuals are instructed to try and imagine or visualise how a piece of paper 

may be folded to form some kind of object. The drawing on the left is a piece of paper 

that can be folded on the dashed lines to form the object that is drawn on the right. 

Individuals are asked to imagine this folding and figure out which of the lettered edges 

on the object are the same as the numbered edges of the paper on the left. The paper 

must always be folded so that the side marked with the ‘X’ will be on the outside of the 

object. The solution to the sample question in Figure 11B is detailed in the table on 

the right-hand side of the question. 
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The PFT is a two-part 20-item test where individuals are given three minutes to 

answer the questions in each part. A sample question on the PFT is detailed in Figure 

11C. To solve the questions on the PFT individuals are instructed to imagine the 

folding and unfolding of pieces of paper. For each question there are some figures 

presented on the left side of a vertical line and five figures on the right side of the line. 

The figures on the left side represent a square piece of paper which is being folded, 

and the last figure on the left of the vertical line has one or two circles on it which 

represent where the folded piece of paper has been punched. Each of these holes are 

punched through all of the thicknesses of the paper at the respective points. One of 

the figures that is on the right of the vertical line shows where these holes will appear 

when the paper is completely unfolded. Individuals are asked to decide which of these 

figures is correct and to draw and ‘X’ through that figure to indicate their answer. For 

the example in Figure 11C option B is the correct solution. The order of test 

administration was randomised among participants in the preliminary study. 
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Figure 11. Examples of questions on the spatial tests used in the research: A- PSVT:R, B- SDT and C- 
PFT. 

 

In the primary study, the MRT-A was used in place of the PSVT:R for n = 18 

participants as they were taking part in another spatial ability research study. Previous 

research has demonstrated a significant relationship between performance on the two 
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tests (r = 0.621, p <0.001) (Schmidt, et al., 2020). The treatment of these cases will 

be described in more detail in section 5.2.1. The MRT-A is a revised version of the 

original MRT developed by Vandenberg and Kuse (1978) (Peters et al., 1995). It is a 

two-part, 24-item test, where individuals are given three minutes to complete each part 

of the test and is demonstrated as a valid and reliable measure of visualisation. A 

sample question from the MRT-A is demonstrated in the figure below. For each 

question on the test individuals are instructed to look at a series of five figures. The 

figure on the left side represents and object that will be rotated into two different 

positions. To solve the question individuals must indicate which two of the four figures 

on the right side are the same object rotated into different positions. For the example 

included in Figure 12 figures one and three are the same object as that on the left and 

therefore the correct solution. The solutions should be indicated by placing a big ‘X’ 

across them. The SDT and PFT tests were also administered. As with the preliminary 

study, the order of test administration was randomised among participants. 

Figure 12. Sample question on the MRT-A (Peters et al., 1995). 

 

3.4.3. Cognitive load  

Cognitive load is a cognitive reaction that is increased when demands are placed on 

an individuals limited working memory capacity, which is their capacity to temporarily 

hold and reason about information (O. Chen & Kalyuga, 2020; Sweller et al., 2019). 

The premise of cognitive load theory is that this processing load can affect a students’ 

ability to process new information (Sweller et al., 2019). As earlier outlined, various 

subjective and objective measures can be used to investigate the cognitive load 

experienced by individuals when problem solving either directly or indirectly (Table 3).  

3.4.3.1. Subjective measurement 

Subjective measures of cognitive load can be either direct or indirect in terms of their 

causal relationship with cognitive load (Brünken et al., 2003). For instance, there is a 

X X 
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direct link between cognitive load and difficulty of learning materials, whereas there is 

an indirect causal association between mental effort and cognitive load (ibid). 

Subjective measures of cognitive load commonly consist of self-reported rating scales 

(Paas, Renkl, et al., 2003; van Gog & Paas, 2008) and these approaches have been 

shown to be valid and reliable measures of the overall cognitive load experienced by 

an individual (Ayres, et al., 2021; Kalyuga & Plass, 2017; Leppink & van Merrienboer, 

2015; Ouwehand, et al., 2021; Paas, 1992; Paas, Renkl, et al., 2003; Paas & van 

Merriënboer, 1994). Subjective measures of cognitive load can be taken repeatedly 

throughout a task or once at the end of a task providing a retrospective measure of 

the mental effort experienced (Leppink & van Merrienboer, 2015). However, if 

cognitive load is to be measured during an authentic experience and not in a controlled 

test environment, administering subjective scales throughout the activity would 

interrupt the authenticity of the experience and potentially influence performance 

factors being examined. Therefore, subjective measures of cognitive load should be 

taken at the end of an authentic problem-solving experience so as not to influence 

other variables under consideration. However, in doing so the cognitive load 

experienced throughout the problem-solving experience cannot be determined, 

therefore limiting the capacity to understand components which influenced cognitive 

load during problem solving. 

3.4.3.2. Objective measurements 

To overcome this limitation, objective measures of cognitive load can be used 

throughout the experience. Various physiological responses have been used as 

objective, but indirect, measures to investigate cognitive load experienced by 

individuals throughout activities. As earlier noted, these include pupilometry, eye-

tracking, electroencephalography (EEG), heart rate (HR) measurements and 

electrodermal activity (EDA) measurements (Antonenko et al., 2010; Charles & Nixon, 

2019; Keighrey et al., 2020; Setz et al., 2010; Sweller et al., 2011, Chapter 6). These 

approaches have been applied in various research settings such as in aviation 

(Charles & Dixon; De Rivecourt et al., 2008; Dussault et al., 2004; Lahtinen et al., 

2007), medicine (Solhjoo et al., 2019), and education (Nourbakhsh et al., 2012; 

Thammasan et al., 2020; Villanueva et al., 2016, 2018, 2019). Physiological measures 

afford an objective measure of cognitive load during the completion of a task. 
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However, they often require the use of invasive technologies or restrictions of 

movement, which themselves have been criticized due to the potential negative impact 

that they can have on primary task performance and therefore the ecological validity 

of a study (Paas, Tuovinen, et al., 2003; van Merriënboer & Sweller, 2005). Recent 

advances in technology have provided capacity to measure physiological responses 

such as HR and EDA unobtrusively through, for example, wearable wristbands (Cain 

& Lee, 2020; Poh et al., 2010; Posada-Quintero & Chon, 2020). This increases the 

viability of implicitly measuring cognitive load through engagement with a problem, as 

significant movement restrictions are no longer a concern.  

The most important factor to consider is whether these physiological measures can 

be validly interpreted to measure cognitive load. The validity of HR and HR variability 

to measure cognitive load is contested. Paas and van Merriënboer (Paas & van 

Merriënboer, 1994) detailed these measures as invalid and insensitive to slight 

fluctuations in cognitive load following a spectral-analysis technique of HR variability. 

Solhjoo et al. (2019), however, in conducting a correlation analysis between HR and 

HR variability and self-report measures of cognitive load reported a strong positive 

correlation between these indirect measures of cognitive load and HR variability. 

However, it is important to note the small sample size (n = 10) included in that study.  

EDA, also referred to as galvanic skin response (GSR), relates to electrical changes 

that occur in the skin (Gjoreski et al., 2017; Henriques et al., 2013; Posada-Quintero 

& Chon, 2020; Setz et al., 2010; Son & Park, 2011; Thammasan et al., 2020). EDA 

measurement gauges psychophysiological activity of the sympathetic nervous system 

which is a part of the autonomic nervous system (Cain & Lee, 2020; Setz et al., 2010). 

Sweating is normally associated with thermoregulation of the body, however, in 

response to psychological stimuli, the body produces the physiological response of 

sweat through plantar and palmar sites (Posada-Quintero & Chon, 2020). This 

sweating causes an increase in the electrical conductance of the skin as part of the 

autonomic response (Boucsein et al., 2012), leading to EDA being employed for 

evaluating autonomic function and assessing levels of cognitive or emotional reaction 

to an arousing event (Gjoreski et al., 2017; Henriques et al., 2013; Posada-Quintero 

& Chon, 2020; Setz et al., 2010; Son & Park, 2011; Thammasan et al., 2020). EDA 

signals can vary between two categories, tonic change or phasic change (Boucsein et 
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al., 2012; Braithwaite et al., 2013). The phasic component is referred to as skin 

conductance response (SCR) and is associated with short increases in EDA caused 

by arousing events such as sound, sight or smell (Braithwaite et al., 2013; Keighrey et 

al., 2020; Thammasan et al., 2020). The tonic component is referred to as skin 

conductance level (SCL) and is associated with slow change in skin conductance 

(Keighrey et al., 2020; Setz et al., 2010; Thammasan et al., 2020). These changes can 

be caused by an increase in cognitive activity (Keighrey et al., 2020; Setz et al., 2010). 

Measuring EDA using wrist-worn sensors provides an unobtrusive implicit indicator of 

these reactions experienced through engagement with a problem (Cain & Lee, 2020; 

Poh et al., 2010; Posada-Quintero & Chon, 2020). EDA sensors have been used in 

the implicit measurement of both cognitive and emotional reactions (Benedek & 

Kaernbach, 2010; Henriques et al., 2013; Liu & Du, 2018; Paletta et al., 2015; Poh et 

al., 2010; Setz et al., 2010; Villanueva et al., 2018). A limitation noted in the use of 

EDA sensors to measure cognitive reactions is the lack of capacity to mark specific 

events in the data and therefore align increases with interactions with a problem 

(Villanueva et al., 2018). However, this can be circumvented using additional software 

to mark specific timepoints of interest relative to the problem for alignment with the 

EDA data (Reid et al., 2020). EDA measurement affords the capacity to gain 

understanding of how an individual experiences an event without restricted movement 

where the authenticity of the activity is minimally affected. 

The evaluation of behaviours during problem solving has previously been used to 

gain insight to the internal cognitive processes of individuals as they engage with a 

problem (Eielts et al., 2020; Pouw et al., 2014). Specifically, work with the TOH has 

evaluated the use of gesturing to free up cognitive resources during problem solving 

(Pouw et al., 2014). As such, simultaneously collecting behavioural observations 

through video recording devices while objectively measuring cognitive load would 

allow the capacity to gain further insight into the EDA data not previously achieved 

from a cognitive-behavioural perspective. It would also increase the richness of the 

data and support further explanation of variations in EDA and behaviours. 

In summary, the selection of a method of cognitive load measurement should be 

based on the evaluation of its appropriateness to the subject under investigation (Flick, 

2014). In the context of this work, to investigate cognitive load during problem solving, 



 

63 

 

it was necessary that an individual’s movements are not limited as this would affect 

the authenticity of their engagement with the problem (Reid et al., 2020). From the 

perspective of objective measurement of cognitive load, EDA provides a suitable 

objective measure as it can be measured using unobtrusive wrist-worn physiological 

sensors and has previously been demonstrated as a measure of cognitive load (Cain 

& Lee, 2020; Poh et al., 2010; Posada-Quintero & Chon, 2020). Objectively observing 

behaviours exhibited during problem solving would also provide insight to the internal 

cognitive process that an individual is experiencing. Additionally, using the self-

reporting subjective rating scale developed by Paas (1992) which measures the 

overall load experienced, would be suitable to both measure cognitive load and 

triangulate with EDA and behavioural data as the study seeks to examine cognitive 

load and not separate elements of workload which the NASA-TLX would provide (Hart 

& Staveland, 1988).  The self-reporting scale developed by Paas does not differentiate 

between intrinsic and extraneous cognitive load. However, as previously noted in 

section 3.4.1, the instructions for the TOH problem are simplistic and can be carefully 

controlled for identical instruction to participants. This can normalise and limit the 

extraneous cognitive load that is experienced by participants and inferences can be 

made that variances in cognitive load experienced during problem solving are due to 

variances in intrinsic load experienced by participants. 

In the preliminary study of this research, cognitive load was measured objectively 

throughout the problem-solving experience using a physiological sensor which collects 

EDA data. The lack of capacity in existing approaches to mark important events during 

problem solving was mitigated through the development of a bespoke time and 

movement mapping software. This software provided capacity to mark moves and the 

time that they occurred on the EDA data for later comparison with other data collected 

in relation to cognitive load. To facilitate this, it was critical that the bespoke software 

was run on the same device that the EDA device is remotely connected to so that the 

timestamps of important events can be synchronized with the EDA data using the 

operating system times. Cognitive load was also measured subjectively using the 9-

point Likert-type item developed by Paas (1992) (see Figure 13) when participants 

concluded each problem. Both mechanisms for measuring cognitive load were used 

as EDA is a continuous measurement which allows for insight to be gained into the 
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cognitive load experienced throughout the problem, while the Likert scale measure 

reflects the overall cognitive load that was experienced by the problem solver. The aim 

in combining these approaches was to gain a robust insight to the cognitive load 

experienced by individuals with different levels of spatial ability during complex 

problem-solving. In addition, audio and video recording equipment was used to 

observe behaviours exhibited during problem solving which may be indicative of 

cognitive resource management. This decision was reached as video observation 

does not interfere with the natural problem-solving process, affords the capacity to 

retrospectively analyse interactions, and has previously been successfully used in 

research examining the role of behaviours during problem solving, specifically 

gestures (Pouw et al., 2014).  

Figure 13. Paas (1992) 9-point Likert-type item for measuring mental effort (overall cognitive load). 

 

In the primary study the aforementioned self-reporting 9-point Likert-type item is 

administered to obtain measures of cognitive load and audio and video recording 

equipment is used to collect behavioural observations. 

3.5. Ethical considerations 

Ethical approval was sought and granted for each of the studies included in this thesis 

from the research ethics committee at Athlone Institute of Technology at the time this 

research was being conducted, now Technological University of the Shannon: 

Midlands Midwest. Ethical considerations varied across studies due to the nature of 

information being collected from the various cohorts. Participation in the research was 

voluntary and participants were provided with details of the studies including aims and 

methods in line with institutional guidelines. Individuals that participated in the 

research were free to withdraw their participation at any time and information that 
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withdrawers had provided would be removed from the study, therefore being excluded 

from data analysis and dissemination. The data collected was anonymised for the 

purposes of dissemination with participant numbers assigned. Participants in the 

preliminary study were a convenience sample of postgraduate students. Participants 

in the main study were a purposive sample of undergraduate engineering students at 

the initial and latter stages of their formal engineering training, a decision made as the 

variability sought was in assumed differences in levels of disciplinary expertise. In both 

studies two complex problems were administered to participants with performance 

monitored through audio and video recording equipment and a self-rated 9-point 

Likert-type item. In the initial study, physiological EDA sensors were used to collect 

objective indications of cognitive load throughout problem solving. Recording 

equipment focused on the hands of participants with the participant number visible to 

maintain participant anonymity. Three psychometric tests were used to measure the 

spatial ability of participants. Participants in both studies were fully aware of the 

purposes of the research and their role as participants. Participants were offered an 

incentive for participation and upon request were provided with an overview of their 

performance on an individual level. No potential participant identifiers have been or 

will be published as part of this research.  
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4. Preliminary study 
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4.1. Preliminary study method 

4.1.1. Preliminary study aim 

As there are no existing methodological approaches to evaluating cognitive load 

continuously throughout problem solving whilst simultaneously monitoring behavioural 

interactions to determine potential associations, it was necessary to pilot an approach 

to determine its appropriateness and capacity to address the research questions. 

Simultaneously the empirical intention of the preliminary study was to expand 

understanding of the observable behaviours demonstrated by individuals during the 

TOH. 

4.1.2. Preliminary study participants 

A convenience sample of postgraduate students was used for this study. A 

convenience sample was appropriate as the focal variable, observed behaviour 

exhibited during the TOH, was going to be observed until saturation, and there is no 

theoretical assumption that such behaviours will differ between populations. The study 

sample size was determined by reaching theoretical saturation. Participants were 

recruited through email and notice board advertisements with an incentive of being 

entered into a draw to win a €20 gift voucher. The investigator was known to the 

prospective participants.  

The participants (n = 26) recruited were all above the age of 18 (21 - 48yrs). 

Participants were aware that they could withdraw their participation at any time without 

providing reason and that their participation was completely voluntary. Ethical approval 

was granted through the Athlone Institute of Technology research ethics committee. 

Participants were provided with an information sheet with details of the study and 

written informed consent obtained before the data collection began. All participant 

information was securely stored, and participant numbers assigned to protect 

participant anonymity. 

4.1.3. Preliminary study implementation  

Individuals interested in participating were scheduled to attend two different sessions. 

Session one, the problem-solving session, and session two, a spatial ability testing 

session as demonstrated in Figure 8.  
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Session one: Participants completed two versions of the TOH problem, the three-disk 

and more difficult four-disk problem. Each session was attended by one participant 

only to minimize distractions which may influence variations in the participants EDA 

activity. When entering the session participants were provided with the information 

sheet and opportunity to ask any questions they might have. Participants then 

completed a written consent form.  

The medical grade Empatica E4 physiological sensor was then fitted to participants 

in line with device specifications to obtain measures of EDA during the problem-solving 

process. As per the device recommendations, participants were fitted with the 

Empatica E4 on the non-dominant hand. The sensors for EDA were positioned in-line 

with the joint of the second and third finger at the wrist (Figure 14) to allow for an 

accurate and precise reading of the physiological response. Participants were 

instructed to relax for a period of five minutes to obtain baseline measurements of 

EDA. This baseline measurement is critical for identifying situations during the test 

that caused increases from an individual’s “normal” EDA levels. During these five 

minutes the facilitator left the room as their presence may affect the individual’s ability 

to relax fully. 

Figure 14. The Empatica E4 physiological sensor placement on participants. 

After the five minutes had elapsed the investigator re-entered the session. To 

provide the opportunity for retrospective analysis and observation of the problem-

solving session, the session was audio and video recorded. Participants were 

informed of this through their participant information sheet and the camera was 

orientated to only capture the participants hands as they solved the problem and 

participant number, which was taped to the table, as illustrated in Figure 15.  
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Figure 15. Experiment setup with participant number hidden to preserve anonymity. 

Following the brief camera setup, the participant was presented with their first 

problem, the three-disk TOH and asked to indicate whether they had seen the problem 

before and if they subsequently knew how to solve it. These indications did not act as 

an element of selection criteria. The instructions were delivered to participants, and it 

was emphasized that questions could be asked at any point during the problem if 

clarification was required. The instructions were as follows: 

‘The goal of the task is to get the arrangement of 3 discs on the left-most peg to the 

right most peg. The discs must be arranged in the same order i.e., largest on the 

bottom to smallest on the top. There are two conditions: 

1. Only one disc can be moved at a time from one peg to another 

2. A larger disc cannot be placed on a peg that already contains a smaller disc’ 

Participants were provided with the opportunity to ask questions and were then 

instructed to begin the problem.  

In parallel to this, a bespoke software was utilized to objectively measure the 

number of moves made. A start point for the activity was incorporated into the software 

so that the time could be observed between participants being told to begin the 

problem and the first move being made. The software solution automated the capture 

of problem completion (time), interaction time, and number of moves taken to complete 

the problem. The objective of this was to create an accurate measure of user 

performance. Through incorporating this feature, the time taken between moves could 

be mapped onto the sensor data to monitor the physiological responses of participants 

between moves. Each move was marked by the investigator electronically with the 
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final move concluding the time tracking for this problem. A move was defined as when 

the disc was placed on a peg and released by the participant. When the problem was 

completed, participants were presented with the 9-point Likert-type item and asked to 

rate the amount of mental effort they experienced when solving the problem as an 

indicator of cognitive load. Once completed, the second problem, the four-disk TOH, 

was administered to participants. The same process was repeated for the four-disk 

problem including the self-reported cognitive load experienced during the problem. 

Following the completion of the final problem and self-report scale the video recording 

equipment and physiological sensor were switched off.  

Session Two: Spatial ability was measured in a separate session to reduce the effects 

of test fatigue that may be experienced through its inclusion in the problem-solving 

session. The session facilitator administered three spatial visualisation tests to 

participants, the PSVT:R, SDT, and PFT. The order of test administration was 

randomised between participants to account for order bias in the administration of the 

tests. Each test was administered in line with test specifications.  

4.1.4. Preliminary study data analysis procedure 

4.1.4.1. Quantitative analysis procedure 

The raw quantitative data for spatial ability, problem-solving performance, and self-

reported cognitive load was initially compiled in Microsoft Excel before being cleaned 

and analysed using R Studio (R version 4.0.3.), and IBM SPSS (Statistics 27). 

Descriptive statistics were determined for all quantitative variables and a factor 

analysis was conducted on the spatial test scores. The objective cognitive load data 

was then prepared. Noise in the EDA data was cleaned with a 4Hz filter. A baseline 

EDA level was determined for each participant. The EDA data was then graphed, and 

the performance data was mapped onto these EDA graphs for each participant. 

4.1.4.2. Qualitative analysis procedure 

The observational video data collected during the problem-solving session was 

thematically analysed with consideration of the phases described by Braun and Clarke 

(2006). As an analysis of this nature had not previously been conducted on physical 

behaviours exhibited during problem solving, there were no preconceptions of codes 

or themes that would emerge from the problem-solving performance process. To that 
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end, inductive thematic saturation was the intention in coding this data (Saunders et 

al., 2018). The process of coding is outlined in the following steps: 

1. Initial viewing of footage for each participant to become familiar with the data 

2. Further review of footage, making interpretative memos on sense of what was 

happening 

3. Meeting to discuss and review samples of footage, interpretations, and sense 

of the data with no conception of codes or themes discussed 

4. Initial inductive code generation begins. Footage reviewed, stopped, and 

replayed wherever it was interpreted that a behaviour which could potentially 

be a code was being exhibited. A note of the timestamp on the video footage 

at this point was recorded as an example of the potential code for later 

discussion with members of the supervisory team. Four videos reviewed at a 

time until inductive thematic saturation was reached (after reviewing twelve 

videos)  

5. Behavioural codes were reviewed, discussed, and refined with the project 

supervisors. Similar codes were merged where suitable, and the names of 

codes were refined.  

6. Following consensus on behavioural codes they were compared relative to 

problem solving and one another. Similar behaviour codes in the context of 

problem-solving performance and to one another were grouped. These 

groupings formed themes which were refined with consideration of the video 

data and interpretative memos noted at the beginning of the coding process. 

Factors from the memos not relating to the themes were noted for later 

discussion. The themes were also compared to ensure that each theme was 

internally homogeneous and externally heterogeneous (Braun & Clarke, 2006). 

The themes were then defined and named.  

4.1.5. Merged analysis 

The video footage for each participant was reviewed again following the finalization of 

themes and the associated codes to identify the exact time points that the codes and 

themes occurred for each participant. This was carried out so that the occurrence of 

the coded behaviours and themes could be graphically mapped onto the physiological 

data to gain a visual overview of the EDA experienced at the time of these codes. As 
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the EDA data records a timepoint in seconds with the inclusion of milliseconds, a free 

video software, VideoPad Video Editor, was used that displayed time in this manner 

to increase the time accuracy of the occurrence of the code on the EDA data. The 

steps involved in this process were: 

1. Set the point where the participant was instructed to begin the problem as the 

start point of the video as this would also be the starting point of the graphs.  

2. When a behaviour began to be exhibited the video footage would be reviewed 

frame-by-frame to determine the exact moment, in milliseconds, it began and 

exact moment it concluded.  

3. This process was repeated for each code occurrence for all participants.  

RStudio (R version 4.0.3.) was then used to visually map the codes onto the EDA data.  

4.2. Preliminary study findings 

Four participants were removed from the study due to issues with technical equipment. 

Six of the remaining participants (n = 22) indicated that they had seen the problem 

before. No participant indicated that they knew how to solve the problem. Consistent 

with a convergent mixed method design, the quantitative and qualitative data was 

analysed independently before being compared (Bailey & Gammage, 2020; Cohen et 

al., 2018; Creswell & Creswell, 2018; Creswell & Plano Clark, 2011; Hatta et al., 2020). 

4.2.1. Quantitative analysis 

4.2.1.1. Descriptive statistics 

Descriptive statistics were computed for performance on the TOH, self-reported 

mental effort, and performance on the three psychometric tests of spatial ability (Table 

4). Performance on the TOH, an indicator of problem-solving capacity, was measured 

by the number of moves required to solve the problem and the time taken to reach a 

solution. The minimum number of moves required to solve the three-disk TOH is 7, 

while the minimum number of moves required to solve the four-disk TOH is 15. The 

mean number of moves on the three-disk TOH was found to be M = 8.23 which is 

close to the minimum moves to solve the problem, while on the four-disk TOH the 

mean value (M = 29.55) is almost double that of the minimum number of moves. The 

length of time to complete the problem also significantly increased on the four-disk 
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TOH. These findings indicate as the difficulty of the problem increases, the length of 

time and number of moves to solve it also increases, as expected.  

Table 4. Descriptive statistics for the preliminary study. 

 M SD Med Min Max Skew Kurt 

Spatial tests 

PSVT:R 59.24 23.92 61.67 20 93.33 -0.21 -1.38 

SDT 60.23 24.38 62.50 11.67 96.67 -0.38 -0.92 

PFT 48.86 19.57 47.50 15 90 0.33 -0.16 

Three-disk TOH 

Moves 8.23 2.29 7 7 14 1.77 1.71 

Time 29.71 18.95 23.50 13.56 88.16 2.30 5.41 

Mental 

Effort 

3.36 1.65 4 1 6 -0.16 -1.03 

Four-disk TOH 

Moves 29.55 12.11 26 16 63 1.06 1.08 

Time 110.99 67.05 90.44 34.83 322.93 1.45 3.26 

Mental 

Effort 

5.41 1.47 6 2 7 -0.80 -0.08 

M = Mean, SD = Standard deviation, Med = Median, Min = Minimum value, Max = Maximum value, 

Skew = Skewness, Kurt = Kurtosis 

 

Participants completed the 9-point Likert-type item to indicate the overall cognitive 

load that they experienced (mental effort) as they solved the problem. As can be seen 

in Table 4, there was an increase in the mean measures between the three- and four-

disk problems which would be expected in line with the increased difficulty of the 

problem. 

Three spatial visualisation tests were administered to participants as a measure of 

spatial ability. The maximum score possible on the PSVT:R is 30, SDT is 60, and PFT 

is 20 (Ekstrom et al., 1976; Guay, 1976). Descriptive statistics of spatial test score 

percentages for the sample are included in Table 4. Based on the mean percentage 

values in the table it is demonstrated that participants performed to a marginally higher 

level on the SDT (M = 60.23) than on the PSVT:R (M = 59.24). Participants in the 

sample scored lowest on the PFT (M = 48.86). 
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4.2.1.2. EDA data presentation 

Prior to the merged analysis, the physiological EDA data collected through the 

Empatica E4 sensor was cleaned with a 4Hz filter to remove any signal noise from the 

recordings. A baseline EDA level was determined and graphed with the EDA data for 

each participant’s problem-solving experience. This was to provide a comparison of 

the individuals EDA at rest and during problem solving. In Figure 16, the horizontal 

dashed line across the graph represents the individuals baseline EDA. The data from 

the bespoke time and movement tracking software was then mapped onto this data, 

as illustrated in Figure 16. The first point on the graph represents when participants 

were instructed to begin the problem with each subsequent point indicating the next 

move, time it occurred, and EDA at that moment for the participant.  

Figure 16. Graphical representation of EDA, moves, and time where baseline EDA is represented by a 
horizontal dashed line and moves and the time that they occurred are represented by solid black dots. 

4.2.1.1. Computing a single spatial ability variable 

In line with best practice recommendations for the measurement of single cognitive 

factors, three measures of the spatial ability, specifically for the visualisation factor 

were used (Buckley, 2020; Schneider & McGrew, 2018). To determine whether these 

tests did predominantly measure a single factor and could be transformed into a single 

variable as a more robust indicator that the three tests taken individually, a factor 

analysis was conducted using IBM SPSS. The results, presented in Table 5, indicated 

a single underlying latent variable which explained 82.92% of the variance. As this 

value is above 60% this is deemed satisfactory to interpret the tests as loading on a 

single factor (Hair Jr. et al., 2014). 
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Table 5. Preliminary study spatial tests factor analysis for a single underlying latent variable. 

Total Variance Explained 

  Initial Eigenvalues 

Factor Total % of Variance Cumulative % 

1 2.488 82.920 82.920 

2 .352 11.729 94.649 

3 .161 5.351 100.000 

Extraction Method: Maximum Likelihood. 

 

To compute a single spatial ability variable, all three variables (one for each 

individual spatial test) were first transformed into z-scores using the formula detailed 

in equation 1 below to standardise their results in terms of distance in standard 

deviations from the mean. A composite score was taken as the average of the three 

z-scores. This is similar to the procedure implemented by Hambrick et al. (2012) to 

investigate spatial ability. 

𝑧 =
𝑥 − 𝑥̅

𝜎
1 

The descriptive statistics for this single spatial variable are demonstrated in Table 

6. As the sample values have been converted to z-scores the mean value will be 0 

(Abdi, 2007). 

Table 6. Descriptive statistics for the preliminary study single spatial variable. 

 M SD Med Min Max Skew Kurt 

Spatial 

ability 

0.00 0.91 0.04 -1.74 1.54 -0.14 -0.79 

M = Mean, SD = Standard deviation, Med = Median, Min = Minimum value, Max = Maximum value, 

Skew = Skewness, Kurt = Kurtosis 

 

4.2.2. Qualitative analysis 

Following initial inductive coding of the video footage, inductive thematic saturation 

was reached after reviewing three groups (n = 4) of footage. Figure 17 indicates the 

number of codes generated per group, with 12 codes being generated in total. The 

number of codes was later reduced to nine following review and discussion of the 

codes. Codes that did not relate to problem-solving performance itself were removed 

at this time and noted for later discussion. 
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Figure 17. The emergence of behavioural codes through inductive thematic coding where saturation 
was reached after reviewing three groups of footage (n = 4). 

An inductive thematic analysis of these coded behaviours resulted in three main 

themes in the context of problem-solving performance on the TOH; “stop”, “indecision”, 

and “progress”. The themes and codes within these themes are outlined in Table 7.  

Table 7. Inductive thematically coded behaviours and associated themes. 

Theme/Code Description 

“Stop”  

Pause Stops, no movements being made to progress. 

Finger movements Tapping, drumming, or wiggling fingers while not making a move. 

Disk play Disk bounced up and down, spun, or moved around on the peg.  

“Indecision”  

Hesitation Hesitation to pick up or to remove a disk from a peg to make the next move. 

Reach and stop Reaches to make a move, brings hand back and stops. 

Gesturing Using finger to point at the position of a disk and gesture to where it might be 

moved. 

Rule confirmation Facilitator asked a question in relation to the rules/instructions for the 

problem. 

“Progress”  

Hovering Disk held or slowly lowered over new position, before being placed/released. 

Trialling Disk in hand but unsure about which peg to place it on, trialling positions by 

moving above the pegs.  

Examples of some codes are demonstrated in Figure 18 and video examples of all 

codes, with the exception of rule confirmation to protect participant anonymity, can be 

found at: https://osf.io/pf3kw/?view_only=d0bafdd65aa248b182e1071186782da7 

https://osf.io/pf3kw/?view_only=d0bafdd65aa248b182e1071186782da7
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Figure 18. Examples of coded behaviours in the “stop” (A- pause), “indecision” (B- hesitation and C- 
gesturing), and “progress” (D- hovering) themes. 

 

4.2.2.1. “Stop” theme  

When codes categorised in the “stop” theme were exhibited the individual was not 

making any physical interaction with the problem. In generating the interpretive memos 

at the early stages of data analysis, it was noted that in these stopping times the 

individuals appeared to be reflecting on their approach and how to proceed. It was 

also noted that they appeared to sit back and observe what was in front of them, 

demonstrated in Figure 18A.  

4.2.2.2. “Indecision” theme 

Codes categorised in the “Indecision” theme were those where an action was being 

made to solve the problem, but the individual was not actively holding or moving any 

of the disks. Figure 18B and C demonstrate examples of behaviour codes which were 

categorised within the “indecision” theme. The rule confirmation code was also a 

behaviour in this theme with examples of rule confirmations including: 

PT 06: “You can’t move two at once can’t you not?” 

PT 14: “Can I go backwards with them as well?” 

A B 

C D 
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The interpretive memos from the investigator noted that at these stages the individual 

seemed uncertain of what they should do next.  

4.2.2.3. “Progress” theme 

Behaviours categorised under the “progress” theme were those where the individual 

was exhibiting an action towards making a move, but the move had not been 

completed. In these instances, individuals had a disk in their hand and off a peg 

attempting to move forward with the problem, as demonstrated in Figure 18D which 

depicts the hovering code. When exhibiting this code, individuals had removed a disk 

from a peg and brought it to a new position where the disk was subsequently held over 

this position for a period or slowly lowered down the peg before being released to 

complete the move. From the interpretive memos it was noted that when individuals 

exhibited behaviours in the “progress” theme they displayed a degree of uncertainty 

around which position the disk should be placed in. 

4.2.2.4. Additional observations 

As previously noted, there were observations made in the interpretive memos 

throughout the analysis of video observations which did not directly relate to the 

participants physical behaviours towards the problem and therefore were not included 

as codes. Several participants made audible exclamations throughout problem solving 

regardless of whether they were exhibiting codes in the “stop”, “indecision”, or 

“progress” themes. Some acknowledged awareness of how they should go about 

solving the problem in saying phrases such as; “something like this”. Others made 

statements acknowledging that they had made a mistake in their view; “I messed up” 

or “I’ve made this a lot harder on myself”. Other participants queried whether it was 

possible to solve the problem with one participant asking; “can it be done?” and 

following this, gasped when they appeared to realize how to solve it. These audible 

exclamations occurred most frequently during the more difficult four-disk TOH and 

were particularly interesting as none of the participants indicated that they knew how 

to solve the problem. The audible occurrences indicated that despite not initially 

knowing how to solve the problem participants reached a point of awareness of the 

solution. At this point, it could be seen as transitioning from being a problem to a task 

for the problem solver (Buckley et al., 2018b; Schoenfeld, 1983). With the audible 

occurrences indicating a point in the four-disk TOH where participants realized how to 
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reach the solution, it is necessary to examine the EDA graphs with mapped 

behavioural codes to determine if this indication may be reflected there.  

To determine the capacity of the method to inform understanding of a cognitive 

load-behaviour interaction during problem solving, and to examine a potential point 

where a solution path was identified, it was necessary to create a joint display of the 

qualitative and quantitative data to facilitate the inferences that can be made (Fetters 

et al., 2013; Fetters & Freshwater, 2015; Guetterman et al., 2015). The exhibited 

problem-solving behaviours were mapped onto each participants EDA, move and time 

graph for each of the two problems. Figure 19 illustrates how the joint display appeared 

in the format of graphs for each participant. The horizontal dashed line represents the 

individuals baseline EDA for comparison to EDA measures during problem solving. 

The first point on the graph represents when participants were instructed to begin the 

problem with each subsequent point indicating the next move, time it occurred, and 

EDA at that moment for the participant. The vertical lines represent the behaviours the 

individual exhibited with behaviours in shades of blue representing “indecision”, green 

representing “progress”, and red representing “stop” themes of coded behaviours. 

Joint display graphs for all participants are displayed in Appendix I.  

Figure 19. Participant 16 joint display of behaviours, EDA, and problem-solving performance. 
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The joint display graphs were qualitatively assessed to explore whether any 

association existed between behaviours or themes and increases or decreases in EDA 

signal. Through comparisons of the quantitative EDA data and qualitative 

observational data in the joint display graphs, no obvious influence was observed of 

behaviours or themes on variations in EDA measurement. This insight does not 

definitively determine whether an association exists between cognitive load and 

behaviours exhibited during problem solving. Rather, in the current study design, 

increases or decreases of EDA cannot be attributed to particular themes. Determining 

a statistical association between behaviours and self-reported cognitive load was not 

possible given the sample size included in this study. Such an association may be 

tested in a study with a larger sample size where statistical analysis can be conducted. 

A possible association was identified between the cessation of behaviours and the 

number of moves remaining to solve the four-disk TOH, approximately seven. This 

indicated that at this point, the participants could see a clear path to the solution. The 

appearance of the problem with seven remaining moves was explored. Figure 20 

illustrates the arrangement of disks at this stage of the problem. The bottom right 

corner represents the solution, with all disks arranged in order from smallest to largest 

on the final peg. The top and left most point represent alternative paths to reach the 

solution with approximately seven moves remaining. The diagram demonstrates that 

the largest disk in all instances is on the final peg. At this point, the problem solver has 

three more disks to arrange on the final peg. Having previously completed the three-

disk TOH before being presented with the four-disk, the problem is now in a familiar 

state to the problem solver. The cessation of behaviours at this point could be 

interpreted to indicate that the path to reach the solution is identifiable, potentially 

converting it from a problem to a task (Buckley et al., 2018b; Schoenfeld, 1983). 

However, ascertaining this would require additional insight from problem solvers and 

observation of variations of cognitive load during this period to inform understanding 

of these occurrences. Theoretically, as a problem transitions to a task the cognitive 

load experienced would be expected to reduce as the approach to solving the problem 

is identified. However, upon reflection on the joint displays of participants, no notable 

trends of increases or decreases in EDA were identified during the final moves for 

participants where behaviours ceased.  
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Figure 20. The configuration of the four-disk TOH with seven moves remaining to reach the solution.  

 

4.3. Implications for the primary study 

The insights gained through the preliminary study which will contribute to the primary 

study include: 

• The unobtrusive observation of problem-solving interactions using video 

recording equipment provided the capacity to move beyond considering 

problem solving as a broader process towards reflecting on the performance of 

individuals on a move-by-move basis which goes beyond the current literature 

base (Patsenko & Altmann, 2010). This affords the opportunity to conduct an 

in-depth investigation of problem solvers interactions with the problem-solving 

experience and evaluate the potential role of pertinent factors such as spatial 

ability in this process.  

• The inductive thematic coding of behaviours identified 9 behaviours exhibited 

during problem solving, including the previously known gesturing, advancing 

understanding of problem-solving interactions.  

• Through evaluating the effectiveness of the methodological design, the 

psychometric tests used to measure spatial ability were found to significantly 
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load on a single factor, demonstrated in Table 5. This indicates that combined, 

the use of these test provides an appropriately precise measure of spatial 

ability, supporting their use in the main research study. 

• Additionally, through piloting of the method it was determined that the EDA 

sensor did not yield any additional significant insight which could not be gained 

through the Likert-type item to contribute towards addressing the research 

objectives. Therefore, the EDA sensor should not be used in the primary study 

as a measure of cognitive load due to redundancy and efficiency in the context 

of this research. 

The following section sets out the method for the main research study to investigate 

the research aim in light of the insights gained through this preliminary study. 
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5. Primary study 
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5.1. Primary study method 

5.1.1. Primary study aim 

The primary study in this research sought to address the overarching research aim to 

investigate the role of spatial ability in problem solving to advance understanding of 

the causal theory between spatial ability and success in engineering education.  

5.1.2. Primary study participants 

Individuals invited to participate in this study were undergraduate students in one Irish 

third-level institution studying on mechanical and software engineering programmes 

accredited by Engineers Ireland/QQI in line with the ABET professional standards and 

Washington Accord. Students in the first year of their engineering course and students 

in the third mandatory year of their course were invited to participate in this study as 

an indicator of expertise. As such, a comparison could be made between the complex 

problem-solving capacity of students at the beginning of their engagement with 

engineering education and the end of their training. 

The necessary sample size required was calculated using G*Power 3.1.9.7 

software. The calculation of sample size was based on an effect size of d = 0.5, alpha 

= 0.05, and power = 0.8 as is common in social science research. A required sample 

size of n = 64 per group was calculated. The investigator sought to recruit all interested 

participants through email, visits to lectures, and notice board advertisements with an 

incentive of a place in a draw to win a Samsung Galaxy Tab A7 Lite. The investigator 

was known to some of the prospective participants. The participants (n = 114 1st year 

students, and n = 79 3rd year students) were aware that they could withdraw their 

participation at any time without providing reason and that their participation was 

completely voluntary. Further, the recruited sample size, based on a sensitivity 

analysis, permitted an effect size as small as d = 0.41 to be reliably observed with an 

alpha level of 0.05 and 80% statistical power. Participant ages ranged from 17 - 61 

yrs. Ethical approval was granted through the Athlone Institute of Technology research 

ethics committee. Participants were provided with an information sheet with details of 

the study and written informed consent obtained before the data collection began. All 

participant information was securely stored, and participant numbers assigned to 

protect participant anonymity. 
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5.1.3. Primary study implementation 

Individuals interested in participating were scheduled to attend two different sessions. 

Session one, the problem-solving session, and session two, a spatial ability session 

as demonstrated in Figure 9. 

Session one: Participants completed two versions of the TOH problem, the three-disk 

and more difficult four-disk problem. Although through the preliminary study the mean 

number of moves for the three-disk TOH was close to the minimum number of moves 

to solve the problem (see Table 4), indicating a potential ceiling effect, the three-disk 

TOH was included in the primary study. As the participants included in the primary 

study were at earlier stages of their formal education their complex problem-solving 

capability may differ to that of the postgraduate students that participated in the 

preliminary study. Therefore, a ceiling effect may not be seen in this population. 

Additionally, through proceeding using both problems a comparison could be 

facilitated between the behaviours exhibited and potential significance of these 

behaviours when solving an easier and more difficult complex problem. When entering 

the session participants were provided with the information sheet and opportunity to 

ask any questions they might have. Participants then completed a written consent 

form.  

To provide the opportunity for retrospective analysis and observation of the 

problem-solving session, the session was audio and video recorded. Participants were 

informed of this through their participant information sheet and the camera was 

orientated to only capture the participants hands as they solved the problem and 

participant number, which was taped to the table, as in the preliminary study.  

Following the brief camera setup, the participant was presented with their first 

problem, the three-disk TOH and asked to indicate whether they had seen the problem 

before and if they subsequently knew how to solve it. These indications did not act as 

an element of selection criteria. The instructions were delivered to participants, and it 

was emphasized that questions could be asked at any point during the problem if 

clarification was required. The instructions were as follows: 
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‘The goal of the task is to get the arrangement of 3 discs on the left-most peg to the 

right most peg. The discs must be arranged in the same order i.e., largest on the 

bottom to smallest on the top. There are two conditions: 

1. Only one disc can be moved at a time from one peg to another 

2. A larger disc cannot be placed on a peg that already contains a smaller disc’ 

Participants were provided with the opportunity to ask questions and were then 

instructed to begin the problem.  

Performance (i.e., number of moves to solve the problem and time taken) on the 

problem was retrospectively noted through the video observations. A move was 

defined as when the disc was placed on a peg and released by the participant. When 

the problem was completed, participants were presented with the 9-point Likert-type 

item and asked to rate the amount of mental effort they experienced when solving the 

problem. Once completed, the second problem, the four-disk TOH, was administered 

to participants. The same process was repeated for the four-disk problem including 

the self-reported cognitive load experienced during the problem. Following the 

completion of the final problem and self-report scale the video recording equipment 

was switched off.  

Session Two: Spatial ability was measured in a separate session to reduce the effects 

of test fatigue that may be experienced through its inclusion in the problem-solving 

session. The investigator administered three spatial visualisation tests to participants, 

the PSVT:R/MRT, SDT, and PFT. The order of test administration was randomised 

between participants to account for order bias. Each test was administered in line with 

test specifications. 

5.1.4. Primary study data analysis procedure 

5.1.4.1. Qualitative analysis procedure 

To determine the behaviours exhibited during problem solving, participants 

interactions with the problem were qualitatively thematically coded using the codebook 

produced in the preliminary study of nine inductive codes categorised under three 

themes; “indecision”, “progress”, and “stop”. The video observations collected during 

the problem-solving session were analysed using the VideoPad Video Editor software. 

For each participant, the total time to complete the problem and number of moves to 
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solve the problem were documented before qualitative coding began. The footage was 

reviewed frame-by-frame to determine the exact amount of time spent (in seconds) 

exhibiting the observable behaviours. This information was documented in a password 

protected Microsoft Excel file.  

5.1.4.2. Quantitative analysis procedures 

The raw quantitative data presented in this thesis was initially compiled in Microsoft 

Excel before being cleaned and analysed using R Studio (R version 4.1.0.), and IBM 

SPSS (Statistics 27). Initially the descriptive statistics were determined for the 

quantitative variables. Following this, a factor analysis was conducted on the spatial 

test scores. Univariate outliers were then removed for all relevant variables. 

Comparative analysis across groups were conducted followed by correlation analysis 

and regression analysis of pertinent variables.   

5.2. Primary study findings 

5.2.1. Data cleaning and pre-processing 

Of participants that completed the psychometric spatial tests, 18 completed the MRT 

in place of the PSVT:R. These 18 participants MRT scores were merged into one 

variable with the PSVT:R scores of the other 160 participants as previous research 

has demonstrated a significant correlation with very large effect size between the 

performance on these tests (r = 0.621, p <0.001) (Schmidt, et al., 2020). It is common 

practice in social science for Cohen’s benchmarks for interpretation of the strength of 

an effect to be used (Cohen, 1962,1988). Cohen recommended that an effect size of 

d = 0.5 to be medium (corresponding to r = 0.24), an effect size of d = 0.2 as small 

(corresponding to r = 0.1), and a large effect size to be d = 0.8 (corresponding to r = 

0.37). However, there is an issue with these qualifications of strengths as they may 

not transfer across fields or individual studies (Schäfer & Schwarz, 2019). New effect 

size interpretations have been proposed based on comparisons of effect sizes with 

well-understood benchmarks and considering them in terms of consequences such as 

long-term impact (Fund & Ozer, 2019). Fund and Ozer (2019) propose effect sizes of 

r = 0.05 to be very small (corresponding to d = 0.1), r = 0.1 to be small (corresponding 

to d = 0.2), medium to be r = 0.2 (corresponding to d = 0.4), a large effect size to be r 

= 0.3 (corresponding to d = 0.6), and a very large effect size to be r = 0.4 

(corresponding to d = 0.87). Based on this, in this thesis, the strength of effect sizes 
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will be described in relative descriptive terms based on the work of Funder and Ozer 

(2019) as these are more likely to reflect the nature of this research than Cohen’s 

descriptions. 

To correct for the MRT and PSVT:R having different numbers of items the scores 

were first converted to percentages as a method of standardisation before being 

merged. PFT and SDT scores were subsequently also converted to percentages for 

consistency. Table 8 presents the descriptive statistics for the spatial measures. 

Table 8. Descriptive statistics for the four individual and two merged spatial tests. 

A factor analysis of the spatial test scores was conducted using IBM SPSS and the 

results, presented in Table 9, indicated a single underlying latent variable with 70.47% 

of variance explained by one variable. As this value is above 60% this is deemed 

satisfactory to interpret the tests as loading on a single factor (Hair Jr. et al., 2014). To 

compute that variable, the data from the three spatial tests individually were 

transformed into z-scores. A composite score was then taken as the average across 

these three variables. This is similar to the procedure implemented by Hambrick et al., 

(2012) to investigate spatial ability. 

Table 9. Primary study spatial tests factor analysis for a single underlying latent variable 

Total Variance Explained 

  Initial Eigenvalues 

Factor Total % of Variance Cumulative % 

1 2.114 70.470 70.470 

2 .540 17.987 88.457 

3 .346 11.543 100.000 

Extraction Method: Maximum Likelihood. 

 

 

 N M SD Med Min Max Skew Kurt 

PSVT:R 160 66 18.78 66.67 10.00 100 -.518 -.124 

SDT 178 60.64 24.70 63.34 1.67 100 -.432 -.768 

PFT 177 58.62 18.35 60 10.00 100 -.133 -.364 

MRT 18 52.08 18.15 56.25 12.50 75.00 -.829 -.174 

PSVT:R/ 

MRT 

178 64.60 19.14 66.67 10.00 100 -.507 -.114 

N = sample, M = Mean, SD = Standard deviation, Med = Median, Min = Minimum value, Max = 

Maximum value, Skew = Skewness, Kurt = Kurtosis 
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Following the z-score calculation RStudio was used to identify outliers in the data. 

Univariate outliers are extreme values that fall outside the expected values for a 

variable and are therefore distanced from the majority of cases which are found in the 

centre of the normal distribution for that variable (Mowbray et al., 2019). These outliers 

can effect the robustness of a statistical test result. Univariate outliers were identified 

by distance from the median (Leys et al., 2013), with upper and lower limits denoted 

by: 

Q1 −  (1.5 ×  IQR) and Q3 +  (1.5 ×  IQR) 2 

In equation 2, Q1 represents quartile one - the cut-off point at the 25th percentile, 

Q3 represents the third quartile - the cut-off point at the 75th percentile, and IQR is the 

Interquartile Range which represents the midspread or middle 50% of the data i.e., the 

difference between the 25th and 75th percentiles. Univariate outliers were identified in 

numerous variables as detailed in Table 10. 

Table 10. Identification of univariate outliers in the data. 

Univariate outliers in variables 

Variable Univariate outliers % of the data 

Spatial ability  1 0.56 

Three-disk moves 5 2.82 

Three-disk time 14 10.21 

Four-disk moves 10 5.95 

Four-disk time 12 8.76 

Three-disk “indecision” 13 9.49 

Three-disk “progress” 10 7.30 

Three-disk “stop” 17 12.41 

Three-disk behaviour time 17 12.41 

Four-disk “indecision” 10 7.30 

Four-disk “progress” 7 5.11 

Four-disk “stop” 11 8.03 

Four-disk behaviour time 13 9.49 

 



 

90 

 

Following the identification of outliers, they were transformed to the upper and lower 

limits of respective variables.  

The data analysis will be presented in the following order: 

a) Comparisons of performance, behaviours, and spatial ability across different 

levels of engineering expertise (based on progression through an engineering 

training programme) 

b) Associations between spatial ability, performance, cognitive load, and 

behaviour variables 

c) Cause-and-effect analysis of pertinent correlative relationships. 

5.2.2. Comparing levels of expertise relative to pertinent factors in the research 

The research sought to examine to what, if any, degree spatial ability and engineering 

expertise predict performance on the TOH. To address this question, the role of 

expertise in performance was initially explored. This was followed by investigating 

whether spatial ability is influenced by levels of expertise and finally, a correlation 

analysis was conducted to determine whether there was an association between 

spatial ability and performance. 

5.2.2.1. Performance and expertise 

Initially, the descriptive statistics were examined to gain insights to the distribution of 

the data, set out in Table 11. Given skewness and kurtosis values of greater and less 

than +/- 2 normality of distribution was not indicated (Gravetter & Wallnau, 2014; 

Trochim & Donnelly, 2006). Visual inspection of the distribution of moves through 

Figure 21, also indicated that the assumption of normal distribution may not hold.  

Table 11. Descriptive statistics for the number of moves made at different levels of expertise.                      

 Y N M SD Med Min Max Skew Kurt 

Three-disk moves 1 107 9.59 3.88 8 7 26 2.16 5.42 

 3 70 10.50 4.05 9.5 7 26 1.67 3.78 

Four-disk moves 1 99 29.67 17.78 25 15 101 2.01 4.05 

 3 69 32.49 18.13 27 15 96 1.51 2.11 

Y = Year of study, N = sample size, M = Mean, SD = Standard deviation, Med = Median, Min = 

Minimum value, Max = Maximum value, Skew = Skewness, Kurt = Kurtosis 
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Figure 21. Density plot comparing moves and expertise where the vertical red line on each graph 
represents the minimum number of moves possible to solve the problem. 

To statistically confirm these indications, a Shapiro Wilk test was used to determine 

whether the residuals of the dependent variable, the number of moves to solve the 

problem, were normally distributed using equation 3, where n = sample size,  𝑎𝑖 = 

slope of the observed data, 𝑥(𝑖)= expected normal values, 𝑥𝑖 = variance/spread of the 

values in the data set, and 𝑥̅ = mean. The result was statistically significant for both 

three-disk moves, W = .836, p < 0.05, (p = 0.000000000000777), and four-disk moves, 

W = .861, p < 0.05, (p = 0.0000000000257). Therefore, the null hypothesis that the 
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residuals are normally distributed was rejected and it is inferred that the data differ 

significantly from normal distribution.  

𝑊 =
(∑ 𝑎𝑖𝑥(𝑖)

𝑛

𝑖=1
)

2

∑ (𝑥𝑖 − 𝑥̅)2𝑛
𝑖=1

3 

 

To determine homogeneity of variances, a Levene’s test was used. This is outlined 

in equation 4 below where, k = the number of different groups which the sampled 

cases belong, Ni = the number of cases in the ith group, N is the total number of cases 

in all groups, Zij = mean of the ith group, Zi. = mean of the Zij for group i, Z.. = mean of 

all Zij. The result was not statistically significant between groups for performance on 

the three-disk problem, F(1, 175) = 1.389, p = 0.240, or on the four-disk problem F(1, 

166) = 0.827, p = 0.364. Therefore, the null hypothesis that the variance between 

groups is identical is accepted. 

𝑊 =
𝑁 − 𝑘

𝑘 − 1
⋅

∑ 𝑁𝑖(𝑍𝑖. −𝑍. . )2𝑘

𝑖=1

∑ ∑ (𝑍𝑖𝑗 − 𝑍𝑖 . )
2𝑁𝑖

𝑖=1
𝑘
𝑖=1

4 

Given that the assumption of normality is violated, the Mann-Whitney U test was 

used to compare the group differences of levels of expertise and performance, the 

equation for which is outlined through equation 5. 𝑅1 = the sum of ranks in sample 1, 

𝑛1 = the sample size for sample 1. 

𝑈1 = 𝑅1 −
𝑛1(𝑛1 + 1)

2
 5 

Comparing expertise and moves made on the three-disk TOH with the Mann-

Whitney U test, the p value was not statistically significant, U= 3128, p > .05 (p= 

0.05213), r = 0.15. The p value was also found not to be statistically significant when 

comparing expertise and moves on the four-disk TOH U= 2977.5, p > .05 (p= 0.1576), 

r = 0.09. As neither of the p values were statistically significant, no evidence was 

observed to indicate a difference in problem solving capacity, as measured by 

performance on the TOH, between 1st and 3rd year engineering students where these 

groups were assumed to indicate a difference in disciplinary expertise. 
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5.2.2.2. Distribution of moves 

On the three-disk TOH the mean number of moves taken (M = 9.45, SD = 3.39), is 

close to the minimum number of moves possible (7 moves) indicating a ceiling effect. 

To examine this further, boxplots for the total number of moves made in both the three- 

and four-disk TOH problems (Figure 22) were generated. From these and the 

distribution graphs (Figure 21), it is evident that there is a ceiling effect with the three-

disk TOH where performance is clustered around the minimum number of moves 

needed to solve the problem.  

This ceiling effect in the three-disk TOH indicates that the problem was too easy for 

the participants which impedes its capacity to differentiate between problem solving 

performance for the different levels of expertise. Inspecting the four-disk TOH we see 

a greater spread of moves without a ceiling effect. In this problem, the minimum 

number of moves needed to solve the problem is 15, and the mean number of moves 

taken was 28.57 with a standard deviation of 14.39. This indicates that the four-disk 

TOH is a more useful indicator of problem-solving capacity to proceed with due to 

having increased potential to discriminate performance. 
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Figure 22. Boxplot comparison of TOH move distribution at different levels of expertise. 

 

5.2.2.3. Behaviour themes and expertise 

To investigate the potential for expertise to influence the behaviours displayed during 

problem solving a comparison of means test was conducted. Initially, the descriptive 

statistics were examined to gain insights to the distribution of the data (see Table 12). 

The number of participants included in the analysis of behaviours was reduced due to 

issues with recording equipment. The assumptions of independent comparison of 
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mean tests were then tested for the overall behaviour time and each of the individual 

themes of behaviours.   

Table 12. Descriptive statistics for the time spent exhibiting the inductively themed observed behaviours 
at different levels of expertise. 

 Y N M SD Med Min Max Skew Kurt 

Behaviour time 1 76 36.38 33.78 21.79 2.03 107.8 1.07 -0.14 

 3 61 41.13 33.26 31.88 0.36 107.8 0.76 -0.74 

“Indecision” 1 76 17.39 17.57 11.38 0 58.86 1.27 0.50 

 3 61 19.50 16.80 14.16 0 58.86 0.83 -0.42 

“Progress” 1 76 7.45 6.77 5.13 0 22.8 0.92 -0.31 

 3 61 7.26 6.70 5.26 0 22.8 1.07 -0.01 

“Stop” 1 76 11.28 14.26 4.51 0 44.59 1.26 0.36 

 3 61 13.37 14.72 6.80 0 44.59 1.07 -0.24 

Y = Year of study, N = sample size, M = Mean, SD = Standard deviation, Med = Median, Min = 

Minimum value, Max = Maximum value, Skew = Skewness, Kurt = Kurtosis 

 

A Shapiro Wilk test was used to determine whether the residuals of the dependent 

variable, behaviour time, were normally distributed. The result was statistically 

significant, W = .860, p = 0.000000000467. Therefore, the null hypothesis that the 

residuals are normally distributed was rejected and it is inferred that the data differ 

significantly from normal distribution. To determine homogeneity (equality) of 

variances, the Levene’s test was used. The result was not statistically significant 

between groups for behaviour time, F(1, 135) = 0.0373, p = 0.8472. Therefore, the null 

hypothesis that the variance between groups is identical is accepted. Given that the 

assumption of normality was violated, the Mann-Whitney U test was used to compare 

the means of different levels of expertise and performance. 

Comparing expertise and behaviour time with the Mann-Whitney U test, the p value 

was not statistically significant, U= 2065, p > .05 (p= 0.2739), r = 0.09. As the p value 

was not statistically significant, no evidence was observed to indicate that expertise 

influences the amount of time spent exhibiting the themed behaviours differed 

significantly between levels of expertise. 
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5.2.2.4. Spatial ability and expertise 

To determine whether spatial ability differed across different levels of expertise a 

comparison of means test was conducted. Initially, the descriptive statistics were 

examined to gain insight to the distribution of the data (Table 13). 

Table 13. Descriptive statistics of spatial ability across levels of expertise. 

 Y N M SD Med Min Max Skew Kurt 

Spatial ability 1 102 -0.03 0.86 0 -2.32 1.55 -0.21 -0.61 

 3 75 0.04 0.80 0.15 -1.95 1.9 -0.27 -0.47 

Y = Year of study, N = sample size, M = Mean, SD = Standard deviation, Med = Median, Min = 

Minimum value, Max = Maximum value, Skew = Skewness, Kurt = Kurtosis 

 

Again, a Shapiro Wilk test was used to determine whether the residuals of the 

dependent variable, spatial ability, were normally distributed. The result was not 

statistically significant, W = .989, p = 0.198, therefore, the null hypothesis that the 

residuals are normally distributed can be accepted. Using the Levene’s test to 

determine the homogeneity of variances found F(1, 175) = 0.7424, p > .05 (p = 

0.3901), which is not statistically significant, indicating that the null hypothesis 

(variances are equal) should be accepted.  

An independent samples t-test was conducted on the sample of 177 engineering 

students to determine if there was a statistically significant mean difference in spatial 

ability between 1st (n = 102) and 3rd (n = 75) year students. The equation for an 

independent samples t-test is outlined in equation 7 where 𝑥̅1 = mean value of group 

1, 𝑥̅2 = mean value of group 2, n1 = size of group 1, n2 = size of group 2, s1 = standard 

deviation for group 1, and s2 = standard deviation for group 2. The results indicate no 

statistical difference between the two groups t(175) = -0.56, p = 0.57, d= 0.43.  

𝑡 =
𝑥̅1 − 𝑥̅2

√
𝑠1

2

𝑛1
+

𝑠2
2

𝑛2

 6
 

5.2.3. Investigating associations between pertinent factors in the research 

In addition to determining whether an association exists between spatial ability and 

performance, to address the remaining research questions required the examination 

of potential associations between these variables and each of the other variables i.e., 
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cognitive load and behaviours. As the performance, cognitive load, and behavioural 

data are not normally distributed, and the cognitive load data is Likert data, 

Spearman’s rank correlation with Holm correction was conducted. The equation for 

Spearman’s rank correlation is outlined in equation 7 where di = difference between 

the two ranks of each observation, and n = number of observations. 

 

𝜌 = 1 −
6𝛴 ⅆ𝑖

2

𝑛(𝑛2 − 1)
7 

5.2.3.1. Associations between spatial ability and problem-solving 
performance 

A Spearman’s rank correlation was conducted to evaluate the role of spatial ability in 

problem-solving performance. As demonstrated in Table 14, significant negative 

correlations were identified between spatial ability and each of the performance 

measures of (a) the number of moves to solve the problem, r(155) = -.23, p = .033, 

and (b) the time taken to solve the problem, r(135) = -.28, p = .022, with medium effect 

sizes. This indicates that while spatial ability increases the number of moves to solve 

the problem and time taken to solve it decreases.  

Table 14. Spearman correlation for spatial ability and problem-solving performance. 

Variable M SD 1 2 
1. Spatial ability 0.01 0.83   
2. Moves 29.55 14.81 -.23**  
   [-.38, -.08]  
3. Time 110.57 72.31 -.28** 0.78*** 
   [-.43, -.11] [.70, .84] 

p-value adjustment method: Holm (1979).   
Observations: 137-155. 
Note: **. Correlation is significant at the 0.01 level (two-tailed).  
*. Correlation is significant at the 0.05 level (two-tailed). 

 

5.2.3.2. Associations between spatial ability and behaviour themes 

A Spearman’s rank correlation was conducted to evaluate the relationship between 

spatial ability and the inductively behaviour themes of “indecision”, “stop”, and 

“progress”. Total time spent exhibiting all themes was also included in this correlation. 

As demonstrated in Table 15, significant negative correlations were identified between 
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spatial ability and time spent (a) exhibiting behaviours in the “indecision” theme, r(135) 

= -.27, p = .005, (b) exhibiting behaviours in the “progress” theme, r(135) = -.20, p = 

.04, and (c) overall behaviour time r(135) = -.22, p = .03, with medium effect sizes. 

This indicates that while spatial ability increases the time spent exhibiting these 

themes of behaviours and overall time spent exhibiting behaviours decreases.  

Table 15. Spearman correlation for spatial ability and time spent exhibiting the themed behaviours. 

Variable M SD 1 2 3 4 

1. Spatial 
ability 

0.01 0.83 
    

2. “Indecision” 18.30 17.11 -.27**    
   [-.42, -.10]    
3. “Stop” 12.11 14.41 -.11 .63***   
   [-.28, .06] [.51, .72]   
4. “Progress” 7.31 6.71 -.20* .55*** .47***   
   [-.36, -.03] [.40, .65] [.33, .60]   

5. Behaviour 
time 

38.28 33.32 -.22* .90*** .84*** .70*** 

     [-.37, -.05] [.86, .93] [.78, .88] [.60, .78] 

p-value adjustment method: Holm (1979).   
Observations: 137. 
Note: **. Correlation is significant at the 0.01 level (two-tailed).  
*. Correlation is significant at the 0.05 level (two-tailed). 

 

5.2.3.3. Associations between spatial ability and mental effort 

A Spearman’s rank correlation was conducted to investigate the relationship between 

spatial ability and mental effort (overall cognitive load) experienced during problem 

solving. A significant negative correlation was identified between spatial ability and 

mental effort, (r(155) = -.18, p = .03), of small effect size. This indicates that while 

spatial ability increases the mental effort experienced during problem solving 

decreases. 

5.2.3.4. Associations between mental effort and behaviour themes 

A Spearman’s rank correlation was conducted to investigate an association between 

the mental effort experienced during problem solving, behaviour themes, and total time 

spent exhibiting the behaviour themes. As demonstrated in Table 16, significant 

positive correlations were determined between mental effort and “indecision” (r(135) 

= .38, p < .001), “stop” (r(135) = .37, p < .001), “progress” (r(135) = .37, p < .001), with 

large effect sizes, and with total behaviour time (r(135) = .44, p < .001) having a very 
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large effect size. This indicates that as mental effort increases during problem solving, 

the time spent exhibiting the observable coded behaviours also increases. 

Table 16. Spearman correlation for mental effort and time spent exhibiting observed behaviours. 

Variable M SD 1 2 3 4 

1. Mental 
effort 

4.72 1.67 
    

2. “Indecision” 18.30 17.11 .38***    
   [.22, .51]    
3. “Stop” 12.11 14.41 .37*** .63***   
   [.19, .49] [.51, .72]   
4. “Progress” 7.31 6.71 .37*** .55*** .47***   
   [.19, .49] [.40, .65] [.33, .60]   

5. Behaviour 
time 

38.28 33.32 .44*** .90*** .84*** .70*** 

     [.28, .56] [.86, .93] [.78, .88] [.60, .78] 

p-value adjustment method: Holm (1979).   
Observations: 137. 
Note: **. Correlation is significant at the 0.01 level (two-tailed).  
*. Correlation is significant at the 0.05 level (two-tailed). 

 

5.2.3.5. Associations between mental effort and problem-solving 
performance 

A Spearman’s rank correlation was conducted to evaluate the role of mental effort in 

problem-solving performance. As demonstrated in Table 17, significant positive 

correlations were identified between mental effort and each of the performance 

measures of (a) the number of moves to solve the problem, (r(166) = .31, p < .001), 

where a large effect size was found, and (b) the time taken to solve the problem, 

(r(135) = .49, p < .001), where a very large effect size was found. This indicates that 

while mental effort increases the number of moves to solve the problem and time taken 

to solve it also increases.  

Table 17. Spearman correlation for mental effort and performance. 

Variable M SD 1 2 

1. Mental effort 4.72 1.67   
2. Moves 29.55 14.81 .31***  
   [.17, .45]  
3. Time 110.57 72.31 .49*** .78*** 
   [.35, .61] [.71, .84] 

p-value adjustment method: Holm (1979).   
Observations: 137-168. 
Note: **. Correlation is significant at the 0.01 level (two-tailed).  
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*. Correlation is significant at the 0.05 level (two-tailed). 
 

5.2.3.6. Associations between performance and behaviour themes 

Finally, a Spearman’s rank correlation was conducted to investigate the relationship 

between problem-solving performance, behaviour themes, and total time spent 

exhibiting the behaviour themes. As demonstrated in Table 18, significant positive 

correlations were identified between number of moves made to solve the problem and 

time r(155) = .78, p = .033, “indecision” r(155) = .61, p = .033, “stop” r(155) = .40, p = 

.033, “progress” r(155) = .56, p = .033, and behaviour time r(155) = .60, p = .033, with 

very large effect sizes. Significant positive correlations were also found between time 

to solve the problem and “indecision” r(155) = .86, p = .033, “stop” r(155) = .75, p = 

.033, “progress” r(155) = .71, p = .033, and behaviour time r(155) = .93, p = .033, also 

with very large effect sizes. 

Table 18. Spearman correlation for performance and time spent exhibiting observed behaviours. 

Variable M SD 1 2 3 4 5 
1. Moves 4.72 1.67      
2. Time 110.57 72.31 .78***     

   [.70, .84]     
3. “Indecision” 18.30 17.11 .61*** .86***    

   [.49, .71] [.81, .90]    
4. “Stop” 12.11 14.41 .40*** .75*** .63***   

   [.24, .53] [.65, .81] [.51, .72]   
5. “Progress” 7.31 6.71 .56*** .71*** .55*** .47***  

   [.41, .66] [.60, .78] [.40, .65] [.33, .60]  

6. Behaviour 
time 

38.28 33.32 .60*** .93*** .90*** .84*** .70*** 

   [.47, .70] [.90, .95] [.86, .93] [.78, .88] [.60, .78] 

p-value adjustment method: Holm (1979).   
Observations: 137. 
Note: **. Correlation is significant at the 0.01 level (two-tailed).  
*. Correlation is significant at the 0.05 level (two-tailed). 
 

 

5.2.4. Investigating predictive associations between the pertinent variables in 
the research 

5.2.4.1.  Spatial ability and performance 

Having identified a significant negative correlation between spatial ability and the 

number of moves to solve the problem, r(155) = -.23, p = .033, and time, r(135) = -.28, 

p = .022 (Table 14), the association was explored further. To evaluate whether spatial 

ability predicts performance on the TOH regression analysis was explored. As the 
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dependent variable (spatial ability) is continuous, the assumptions of multiple 

regression analysis, a linear model, were tested. The descriptive statistics for each of 

the variables were initially examined to gain insight to the distribution of the data (Table 

19). A Shapiro Wilk test was used to test the distribution of the variable residuals. The 

result was statistically significant W = .944, p < 0.05, (p = 0.000024), indicating that 

the null hypothesis that  the residuals are normally distributed was rejected and it is 

inferred that the data differ significantly from normal distribution. 

Table 19. Descriptive statistics for spatial ability, time, and moves. 

 N M SD Med Min Max Skew Kurt 

Spatial ability 177 0 0.84 0.04 -2.32 1.9 -0.25 -0.52 

Moves 168 29.71 14.66 25.5 15 65.5 1.11 0.22 

Time 137 110.72 72.65 88.06 25.57 271.1 1.07 0 

N = sample, M = Mean, SD = Standard deviation, Med = Median, Min = Minimum value, Max = 

Maximum value, Skew = Skewness, Kurt = Kurtosis 

 

The assumption of linearity was tested through visual inspection. Through this 

inspection (Figure 23), no evidenced was found to indicate a linear relationship 

between the variable. Multicollinearity was also determined between the independent 

variables (Table 14). As multiple assumptions were breached, non-parametric ordinal 

logistic regression was also conducted.  

Figure 23. Testing linearity between the variables of spatial ability, time, and moves. 
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To conduct an ordinal logistic regression, spatial ability which has thus far been 

treated as a continuous variable had to be considered in terms of groups. In this study, 

quartiles were used to define participants relatively within the sample into four groups 

of different levels of spatial ability, as has been done in various other studies (Buckley 

et al., 2019; Veurink & Hamlin, 2011; Wai et al., 2009; Webb et al., 2007). In 

categorising the spatial variable in quartiles, an ordinal logistic regression could be 

conducted to determine the log odds of a dependent variable being influenced by 

independent variables. There are four assumptions of ordinal logistic regression:  

1. Dependent variable is ordinal 

2. Independent variables are continuous, categorical, or ordinal 

3. No multicollinearity  

4. Proportional odds- there is an identical effect of the independent variable at 

each cumulative split in the dependent variable 

The spatial ability variable was categorised into quartiles where 1 = upper quartile 

and 4 = lowest quartile. The independent variables are continuous. However, 

multicollinearity was determined between the independent variables (Table 14). 

Finally, the proportional odds assumption was tested and assessed graphically.  

When testing the proportional odds assumption, the independent variables, in this 

instance moves and time, are categorised into quartiles ranging from the lowest to the 

largest measures that were collected. This is demonstrated on the left side of Figure 

24 below which presents fictitious data to graphically explain the difference between 

the proportional odds assumption holding and not holding. For the proportional odds 

assumption to hold, the coefficients which describe the relationship between for 

example the lowest level of the dependent variable and each of the quartiles of moves 

and time should be the same. This should apply for each of the levels of the dependent 

variable. The levels of the dependent variable are represented by symbols such as a 

triangle, diamond, etc. as demonstrated in Figure 24 where the fictitious dependent 

variable has two categories which are represented by a triangle and diamond. In 

instances where the proportional odds assumption holds, the symbol for the level of 

the dependent variable should be in approximately the same position for each of the 

levels of the independent variable, this would indicate that the coefficients are the 
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same. Viewing the fictitious data in Figure 24, the proportional odds assumption would 

hold for the time variable as the diamond symbol (representing a level of the 

dependent variable) is in approximately the same position for the quartile splits of the 

independent variable. However, the proportional odds assumption would not hold for 

the moves variable as there is significant variation in the alignment of the diamond 

symbol. The triangle symbol is aligned for both independent variables as this category 

of the dependent variable is set to zero as a reference point to compare the alignment 

of other categories of the dependent variable at each quartile level.  

 

Figure 24. Testing the proportional odds assumption differentiating between instances where the 
assumption holds and does not hold. 
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 Figure 25 details the test of the proportional odds assumption for spatial ability, 

time, and moves. Again, one level of the dependent variable spatial ability is set at 

zero (triangle symbol) as a reference point to compare the alignment of the other 

symbols. Through visual inspection of the graph, it is evident that the alignment of 

each of the symbols is not similar at each quartile split in the time and move variables. 

This indicates that the proportional odds assumption for the ordinal logistic regression 

was violated. 

 Figure 25. Test of the proportional odds assumption for spatial ability, time, and moves. 
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As assumptions of both regression models were violated, the results obtained using 

either model may not be valid. However, both models were implemented to determine 

what tentative insight they may provide.  

A multiple linear regression was used to determine whether spatial ability was 

predictive of the time spent solving the problem or number of moves. Results indicated 

that there was a collective significant effect between time, moves, and spatial ability, 

F(6.7, 2) = 134, p = 0.002, R2 = 0.09, R2
adjusted = 0.07. On an individual level neither 

time (t = -1.140, p = 0.257) or moves (t = -0.814, p = 0.417) were found to be significant 

predictors in the model. 

An ordinal logistic regression was conducted, with spatial ability categorised in 

quartile. The results from this analysis also found no significant effect between time, 

moves, and spatial ability (Table 20). The odds ratio for time (OR = 1.00), indicates 

that for every one-unit increase or decrease in time, the odds of being more likely to 

have higher spatial ability versus lower spatial ability is multiplied 1 time, holding 

constant all other variables. The odds ratio calculated for moves (OR = 1.01), indicates 

that for every one-unit increase or decrease in time spent displaying move behaviours, 

the odds of being more likely to have higher or lower spatial ability is multiplied by 1.01 

(i.e., increases 1%), holding constant all other variables. Caution should be taken 

when interpreting these results as the assumptions of both models were violated. 

Table 20. Odds ratio data for spatial ability, time, and moves. 

     95% CI 

Variable Estimate SE p OR Lower Upper 

Time 0.004 0.004 0.26 1.00 1.00 1.01 

Moves 0.014 0.019 0.47 1.01 0.98 1.05 

SE = Standard error, p = p-value, OR = Odds ratio, CI = confidence interval 

 

5.2.4.2. Spatial ability and behaviour themes 

Having identified significant negative correlations between spatial ability and the time 

exhibiting behaviours in the “indecision”, r(135) = -.27, p = .005, and “progress” 

themes, r(135) = -.20, p = .04, and overall behaviour time r(135) = -.22, p = .03 (Table 

15), further analysis was conducted to explore this association. To determine whether 

prediction existed between the variable’s a multiple regression analysis was 
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conducted. Given that the dependent variable (spatial ability) is continuous, the 

assumptions of multiple regression analysis, a linear model, were tested. The 

descriptive statistics for each of the variables were initially examined to gain insight to 

the distribution of the data (Table 21). A Shapiro Wilk test was used to test the 

distribution of the variable residuals. The result was statistically significant W = .939, 

p < 0.05, (p = 0.0000102), indicating that the null hypothesis that the residuals are 

normally distributed was rejected and it is inferred that the data differ significantly from 

normal distribution. 

Table 21. Descriptive statistics for spatial ability and time spent exhibiting inductively coded behaviours. 

 N M SD Med Min Max Skew Kurt 

Spatial ability 177 0 0.84 0.04 -2.32 1.9 -0.25 -0.52 

“Indecision” 137 18.33 17.2 12.23 0 58.86 1.08 0.11 

“Progress” 137 7.37 6.71 5.2 0 22.8 1 -0.41 

Behaviour 

time 

137 38.5 33.51 26.6 0.36 107.8 0.93 -0.41 

N = sample, M = Mean, SD = Standard deviation, Med = Median, Min = Minimum value, Max = 

Maximum value, Skew = Skewness, Kurt = Kurtosis 

 

The assumption of linearity was tested through visual inspection (Figure 26) yielding 

no evidence to suggest a linear relationship between the variables. Multicollinearity 

was found between the independent variables (Table 15). As multiple assumptions 

were breached, non-parametric ordinal logistic regression was also conducted. 

For the ordinal logistic regression spatial ability was considered in terms of quartiles. 

In doing this the dependent variable would be ordinal and the independent variables 

continuous. However, the assumption of multicollinearity was breached. Finally, the 

proportional odds assumption was tested. Through visual inspection of the graph in 

Figure 27, the alignment of the symbols for each set of categories of the dependent 

variable, spatial ability, are not similar. This indicates that the proportional odds 

assumption for the ordinal logistic regression was violated. 
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Figure 26. Testing linearity between spatial ability and time spent exhibiting “indecision” and “progress” 
themes and total behaviour time. 
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Figure 27. Test of proportional odds assumption for spatial ability and behaviour themes and time. 

 

As the assumptions of both regression models were violated, the results obtained 

using either model may not be valid. However, both models were implemented to 

determine what tentative insight they may provide. A multiple linear regression was 

used to determine whether spatial ability was predictive of the time spent exhibiting 

the observed behavioural themes of “indecision” and “progress” and overall behaviour 

time. Results indicated that there was a collective significant effect between 

“indecision”, “progress”, behaviour time, and spatial ability, F(5.1, 3) = 133, p = 0.002, 

R2 = 0.10, R2
adjusted = 0.08. On an individual level neither “progress” (t = -0.924, p = 
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0.357) or behaviour time (t = 0.783, p = 0.435) were found to be significant predictors 

in the model. The time spent exhibiting the behaviour themed as “indecision” was 

found to have a significant effect (t = -2.194, p = 0.03). As multiple assumptions of the 

model were violated, this cannot be reliably interpreted as a significant finding. 

An ordinal logistic regression was conducted, with spatial ability categorised in 

quartiles. The odds ratios calculated for “indecision” (OR = 1.04), “progress” (OR = 

1.03), and behaviour time (OR = 0.99) (Table 22), indicate that for every one-unit 

increase or decrease in any of the variables, the odds of being more likely to have 

higher spatial ability versus lower spatial ability is negligible.  

Table 22. Odds ratio data for spatial ability and behaviour themes and time. 

     95% CI 

Variable Estimate SE p OR Lower Upper 

“Indecision” 0.041 0.02 0.04 1.04 1.01 1.08 

“Progress” 0.028 0.04 0.43 1.03 0.97 1.09 

Behaviour time -0.009 0.01 0.46 0.99 0.97 1.01 

SE = Standard error, p = p-value, OR = Odds ratio, CI = confidence interval 

 

5.2.4.3. Spatial ability and mental effort 

From the significant positive correlation determined between spatial ability and the 

mental effort experienced during problem solving, (r(155) = .18, p = .03), in section 

5.2.3.3, regression analysis was conducted to gain further insight to this association. 

As the data collected from the self-reported cognitive load measure was ordinal, an 

ordinal logistic regression was deemed to be the most suitable approach to consider 

a potential predictive association. The independent variable mental effort was ordinal, 

the dependent variable of spatial ability was divided into quartiles and the assumption 

of multicollinearity could not be violated as there were no other variables in the model. 

Finally, the proportional odds assumption was tested. 

Through visual inspection of the graph in Figure 28, the alignment of the symbols 

for each set of categories of the dependent variable, spatial ability, are not similar. This 

indicates that the proportional odds assumption for the ordinal logistic regression was 

violated. 
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Figure 28. Test of proportional odds assumption for spatial ability and mental effort. 

As the assumptions of the regression were violated, the results obtained using the 

model may not be valid. However, the analysis was conducted to determine what 

tentative insight it could provide. The results from this analysis indicated no significant 

effect between mental effort and spatial ability. The odds ratio for mental effort (OR = 

1.23), indicates that for every one-unit increase or decrease in mental effort, the odds 

of being more likely to have higher spatial ability versus lower spatial ability is 

multiplied by 1.23 (i.e., increases 23%), holding constant all other variables. This 

indicates a non-significant result. 

5.2.4.4. Mental effort and behaviours 

Strong positive correlations were determined between mental effort and “indecision” 

(r(135) = .38, p < .001), “stop” (r(135) = .37, p < .001), “progress” (r(135) = .37, p < 

.001), and behaviour time (r(135) = .44, p < .001). Having identified the associations 
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necessitating further investigation, the four assumptions of ordinal logistic regression 

were tested. The dependent variable, mental effort, is ordinal. Each of the independent 

variables are continuous. Multicollinearity was identified between the independent 

variables as demonstrated by the significant correlations between them in Table 16. 

The proportional odds assumption was then tested where it was indicated through 

visual inspection of the graph in Figure 29 that the assumption was violated. As the 

proportional odds and multicollinearity assumptions are violated, the results 

determined from the model may not be valid, therefore interpretation of the 

significance of results should be done with caution. 

Figure 29. Test of proportional odds assumption for mental effort and time spent exhibiting behaviours. 
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The results from the ordinal logistic regression (Table 23) found no significant effect 

between mental effort and the behaviour theme variables. The odds ratio for 

“indecision” (OR = 1.03), “progress” (OR = 1.07), “stop” (OR = 1.04) and behaviour 

time (OR = 0.99), indicate that for every one-unit increase or decrease in any of the 

variables, the odds of being more likely to have higher mental effort versus lower 

mental effort is negligible. These findings tentatively indicate that mental effort is not 

predictive of behaviour indicators during complex problem-solving performance. 

Table 23. Odds ratio data for mental effort and time spent exhibiting behaviours. 

     95% CI 

Variable Estimate SE p OR Lower Upper 

“Indecision” 0.032 0.03 0.29 1.03 0.98 1.09 

“Progress” 0.070 0.05 0.14 1.07 0.99 1.16 

“Stop” 0.035 0.03 0.28 1.04 0.98 1.10 

Behaviour time -0.007 0.03 0.80 0.99 0.94 1.04 

SE = Standard error, p = p-value, OR = Odds ratio, CI = confidence interval 

 

5.2.4.5. Mental effort and performance 

Strong positive correlations were determined between mental effort, moves (r(166) = 

.31, p < .001), and time (r(135) = .49, p < .001). Having identified the associations 

necessitating further investigation, a non-parametric regression analysis was 

conducted. The four assumptions of ordinal logistic regression were tested. The 

dependent variable, mental effort, is ordinal. Each of the independent variables are 

continuous. Multicollinearity was identified between the independent variables as 

demonstrated by the significant correlations between them Table 17. The proportional 

odds assumption was then tested where it was indicated through visual inspection of 

the graph in Figure 30 that the assumption was violated. As the proportional odds and 

multicollinearity assumptions are violated, the results determined from the model may 

not be valid, therefore interpretation of the significance of results should be done with 

caution. 
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Figure 30. Test of proportional odds assumption for mental effort and performance. 

 

The results from the ordinal logistic regression (Table 24) found no significant effect 

between mental effort and the behaviour variables. The odds ratio for moves (OR = 

1.01) and time (OR = 1.01), indicate that for every one-unit increase or decrease in 

any of the variables, the odds of being more likely to have higher mental effort versus 
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lower mental effort is negligible. These findings tentatively indicate that mental effort 

is not predictive of behaviour indicators during complex problem-solving performance. 

Table 24. Odds ratio data for mental effort and performance. 

     95% CI 

Variable Estimate SE p OR Lower Upper 

Moves 0.014 0.02 0.51 1.01 0.98 1.05 

Time 0.013 0.00 0.003 1.01 1.01 1.02 

SE = Standard error, p = p-value, OR = Odds ratio, CI = confidence interval 

 

5.2.4.6. Performance and behaviours 

Positive correlations were also found between the number of moves made to solve the 

problem and time r(155) = .78, p = .033, “indecision” r(155) = .61, p = .033, “stop” 

r(155) = .40, p = .033, “progress” r(155) = .56, p = .033, and behaviour time r(155) = 

.60, p = .033. Significant positive correlations were also found between time to solve 

the problem and “indecision” r(155) = 86, p = .033, “stop” r(155) = .75, p = .033, 

“progress” r(155) = .71, p = .033, and behaviour time r(155) = .93, p = .033. To further 

investigate this relationship regression analysis was explored. Given that the 

dependent variable (moves) is continuous, the assumptions of multiple regression 

analysis, a linear model, were tested. Initially the descriptive statistics for each of the 

variables were explored, detailed in Table 25. The Shapiro Wilk test was used to test 

the distribution of the variable residuals. The result was statistically significant W = 

.963, p > 0.05, (p = 0.059), indicating that the null hypothesis of normal distribution of 

residuals should be accepted. 

Table 25. Descriptive statistics for performance measures and time spent exhibiting behaviours. 

 N M SD Med Min Max Skew Kurt 

Moves 168 29.71 14.66 25.5 15 65.5 1.11 0.22 

Time 137 110.72 72.65 88.06 25.57 271.1 1.07 0 

“Indecision” 137 18.33 17.2 12.23 0 58.86 1.08 0.11 

“Stop” 137 12.21 14.45 5.8 0 44.59 1.18 0.11 

“Progress” 137 7.37 6.71 5.2 0 22.8 1 -0.41 

Behaviour 

time 

137 38.5 33.51 26.6 0.36 107.8 0.93 -0.41 

N = sample size, M = Mean, SD = Standard deviation, Med = Median, Min = Minimum value, Max = 

Maximum value, Skew = Skewness, Kurt = Kurtosis 
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The assumption of linearity was tested through visual inspection. As detailed in 

Figure 31, there is no evidence to indicate a linear relationship between the variables. 

Further to this, there was multicollinearity between the independent variables as 

demonstrated through the significant positive correlations in Table 18. Given that 

multiple assumptions were breached, a logistic regression analysis was also 

conducted. 
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Figure 31. Testing linearity between moves, time and time spent exhibiting behaviours individually and 
collectively.  
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As with the spatial ability variable in section 5.2.4.1, the moves variable could be 

categorised through quartiles to facilitate an ordinal logistic regression. In doing this 

the dependent variable would be ordinal and the independent variables continuous. 

However, the assumption of multicollinearity was breached. Finally, the proportional 

odds assumption was tested. Through visual inspection of the graph in Figure 32, the 

alignment of the symbols for each set of categories of the dependent variable, moves, 

are not similar. This indicates that the proportional odds assumption for the ordinal 

logistic regression was violated. 

Figure 32. Test of proportional odds assumption for performance and time spent exhibiting behaviours.  
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Given that the assumptions of both regression models were violated, the results 

obtained using either model may not be valid. However, both models were 

implemented to determine what tentative insight they may provide. A multiple linear 

regression was used to determine whether moves were predictive of the time spent 

solving the problem, exhibiting “indecision”, “stop” and “progress” themes, and overall 

spent exhibiting behaviours. Results indicated that there was a collective significant 

effect between “time”, “indecision”, “stop”, “progress” and behaviour time, F(92.05, 5) 

= 131, p < 0.001, R2 = 0.78, R2
adjusted = 0.77. On an individual level neither “indecision” 

(t = 0.228, p = 0.820), “progress” (t = 1.461, p = 0.146) or “stop” (t = 0.650, p = 0.517) 

were found to be significant predictors in the model. The time spent solving the 

problem (t = 42.884, p < 0.001) and behaviour time (t = -3.873, p < 0.001) were found 

to be significant predictors in the model. As multiple assumptions of the model were 

violated, these outcomes cannot be reliably interpreted as a significant finding. 

An ordinal logistic regression was conducted, with moves categorised in quartiles 

as previously described for evaluating the proportional odds assumption. The odds 

ratio for time (OR = 0.91), “indecision” (OR = 1.07), “progress” (OR = 1.08), “stop” (OR 

= 1.00) and behaviour time (OR = 1.07), outlined in Table 26, indicate that for every 

one-unit increase or decrease in any of the variables, the odds of being more likely to 

have a higher versus lower number of moves is negligible. These findings tentatively 

indicate that the number of moves to solve the problem is not predictive of time or 

behaviour indicators during complex problem-solving performance. 

Table 26. Odds ratio data for moves, time, and time spent exhibiting behaviours. 

     95% CI 

Variable Estimate SE p OR Lower Upper 

Time -0.107 0.01 0.00 0.91 0.87 0.92 

“Indecision” 0.072 0.08 0.39 1.07 0.92 1.22 

“Progress” 0.002 0.09 0.98 1.08 0.92 1.24 

“Stop” 0.075 0.09 0.40 1.00 0.85 1.16 

Behaviour time 0.065 0.08 0.41 1.07 0.95 1.24 

SE = Standard error, p = p-value, OR = Odds ratio, CI = confidence interval 
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In summary, the key empirical findings of the study are: 

Key Finding 1 

Domain general complex problem-solving performance was not found to differ across 

levels of engineering discipline expertise (as determined by year of study in an 

undergraduate degree programme) for students engaging in a representative 

engineering education programme. 

Key Finding 2 

Increased time spent exhibiting externalised behaviours throughout problem solving 

positively correlates with poorer performance in completing the problem i.e., increased 

number of moves and time. 

Key Finding 3 

Spatial ability relates to performance on a domain general complex problem, where 

increased spatial ability negatively correlates with both performance measures (i.e., 

overall time taken and number of moves). 

Key Finding 4 

Spatial ability relates to the overall time spent exhibiting behaviours and time spent 

displaying inductively themed behaviours of “indecision” and “progress”1. As spatial 

ability increased the time spent displaying these behaviours decreased. 

Key Finding 5 

Spatial ability relates to cognitive load experienced where, as spatial ability increased 

the levels of self-reported mental effort decreased.  

Key Finding 6 

Cognitive load relates to performance, where increased cognitive load correlated with 

poorer performance. 

Key Finding 7  

Cognitive load relates to behaviours, where increased cognitive load positively 

correlated with increased time exhibiting the inductively coded behaviour themes.

 
1 Indecision behaviours: hesitation, reach and stop, gesturing, rule confirmation 
Progress behaviours: hovering, trialling 
Stop behaviours: pause, finger movements, disk play 
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These key empirical findings are graphically represented through Figure 33 below. 

 

Figure 33. Key empirical findings of relationships identified between core variables through the research. 

 

Mental effort r = -.18* 

Cognitive load Behaviours 

Spatial ability 

Expertise 
(Year 1 and 3) 

Problem solving 

“Indecision” “Progress” “Stop” 

Time r = -.28** 
Moves r = -.23** 

“Indecision” r = .61*** 
“Progress” r = .56*** 

“Stop” r = .40*** 
Behaviour time r = .60*** 

“Indecision” r = .38*** 
“Progress” r = .37*** 

“Stop” r = .37*** 
Behaviour time r = .44*** 

Relationship of significance determined  

No relationship of significance determined  
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6. Discussion 
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6.1. Synopsis of study and overview of discussion 

The overarching aim of this research study was to investigate the role of spatial ability 

in problem solving to contribute towards the understanding of a causal association 

between spatial ability and success in engineering education. 

In attending to this aim the following research question was investigated: 

How does spatial ability’s role in problem solving contribute to a broader causal 

theory between spatial ability and success in engineering education? 

The key findings that resulted from investigating the outlined research questions will 

be discussed throughout this chapter under the headings of: 

• Spatial ability as a critical cognitive factor for problem solving 

• Behaviours and cognitive load in problem-solving  

• Implications of the research for engineering education practice. 

6.2. Spatial ability as a critical cognitive factor for problem solving 

Within the CHC theory of human intelligence, spatial ability is outlined as facilitating 

the use of simulated mental imagery to solve problems by supporting perception, 

discrimination, and manipulation of that imagery in the “mind’s eye” (Schneider & 

McGrew, 2018). Individuals with greater levels of spatial ability have a greater capacity 

to manipulate mental models and consider how components of a problem may relate 

to one another than individuals with lower levels of spatial ability.  

This study found that levels of spatial ability had a significant relationship of medium 

effect size with domain general problem-solving performance indicators, where higher 

levels of spatial ability related to improved performance. This improved performance 

is of particular significance when we consider the requirement of graduate engineers 

to be adaptive to real-world engineering problems. This adaptive capability requires 

graduates to have the duality of both disciplined competences alongside domain 

general problem-solving skills to meet the evolving needs of current and future 

industrial activities. It is in this context that the correlative relationship that spatial skills, 

as a key cognitive factor, has with general problem-solving performance comes into 

clear focus. This specific finding of the study also underscores a testable and causal 

theory as to why spatial skills more broadly relate to success in engineering education 
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due to the key role that problem solving plays within the overall goals of engineering 

education. 

It was theorised in this research that spatial ability may support engineering 

students in managing the cognitive load experienced during problem solving. Through 

this study levels of spatial ability were also found to have a significant relationship of 

small effect size with the cognitive load experienced during problem solving where 

higher levels of spatial ability related to decreased ratings of cognitive load. There is 

minimal research that has previously explored the specific relationship between spatial 

ability and cognitive load levels during general problem-solving performance. A finding 

of this research  suggests a means of supporting students in managing cognitive load 

to support successful problem solving and contributes towards further understanding 

for future investigations of a causal theory between spatial ability and educational 

success. 

Previous research has demonstrated the use of alternative problem-solving 

strategies across levels of spatial ability. Higher visualisers have been found to employ 

holistic problem-solving approaches whereas lower visualisers may employ analytic 

or ‘piecemeal’ approaches to solve a problem (Khooshabeh et al., 2011; Lin, 2016; 

Tzuriel & Egozi, 2010). The limited spatial capacity of lower visualisers is viewed as 

impeding their ability to holistically manipulate mental imagery and therefore leads to 

them having to employ less optimal approaches. These limited approaches may 

amplify their inability to deal with more abstracted or out-of-context problems that are 

representative of real-world engineering activities. 

Additionally, research investigating the role of behaviours in problem solving 

performance has demonstrated a relationship between visual working memory and 

the use of behaviours during problem solving where, for example, low visualisers are 

more likely to use gesturing to support problem solving (Cooperrider et al., 2015; Eielts 

et al., 2020; Handley et al., 2002; Pouw et al., 2016; Salthouse et al., 2003). This study 

found that higher levels of spatial ability had a significant negative relationship of 

medium effect size with the overall time spent exhibiting behaviours. At a more 

nuanced level, spatial ability also correlated with the time spent exhibiting behaviours 

categorised in the “indecision” and “progress” themes. The findings indicate that 
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individuals with higher levels of spatial ability spend less time exhibiting these 

categories of observable behaviours which are interpreted as being indicative of 

piecemeal, less optimal approaches. Therefore, this outcome aligns with existing 

research on alternative problem-solving strategies and behaviours being exhibited by 

higher and lower visualisers, where higher visualisers may be able to implement more 

effective spatial strategies for problem solving. This emphasises that consideration 

should be given to the behaviours demonstrated during problem solving as a medium 

that either circumvents challenges or optimises the activities of problem-solving. This 

will help to advance understanding of the cognitive relationship between spatial skills 

and externalised behaviours as a function of engagement and performance in general 

problem-solving activities explicitly addressing the shortcomings identified by industry. 

6.3. Behaviours and cognitive load in problem solving 

Previous research evaluating the use of hand gestures in problem solving has 

suggested a capacity for these behaviours to free up cognitive resources during 

problem solving (Pouw et al., 2014). This work suggests that by using gesturing the 

load being placed on memory during information processing can be temporarily off-

loaded by physically maintaining some information in the environment through a 

gesture (Eielts et al., 2020; Paas & van Merriënboer, 2020; Pouw et al., 2014). 

Through this research significant correlations of large effect size were found 

between cognitive load and each of the behavioural themes of “indecision”, “stop”, and 

“progress” where higher levels of cognitive load experienced during problem solving 

were related to increased time spent displaying these themed behaviours. In essence, 

this finding indicates that; (1) the more mental effort an individual experiences when 

trying to solve a problem, the more time they will spend exhibiting behaviours which 

may be an approach to offload information to free up cognitive resources or (2) that 

externalisation of behaviours is not the most cognitively efficient strategy to use and 

therefore the levels of cognitive load are increased. This particular finding contributes 

to the understanding of the potential role of behaviours in cognitive resource 

management and demonstrates that observable behaviours may be indicative of an 

increase in the cognitive demands being experienced by an individual. 
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When an individual has not acquired the necessary schema to solve a problem, 

they can use alternative strategies such as heuristics to support them in reaching a 

solution (Gigerenzer, 2008). Demonstrating these behaviours or heuristics may be 

indicative of the individual not understanding the underlying parameters of the 

problem. This is significant in considering the capacity to acquire domain specific 

knowledge and skills and has implications for task and problem design in engineering 

education. Through this study significant correlations of very large effect size were 

found between the performance measures of moves and time and the time spent 

displaying the observed behaviours. This suggests that where poorer problem-solving 

performance is demonstrated, more time is spent displaying the behavioural themes 

of “indecision”, “stop”, and “progress”. 

The exhibition of the observable behaviours during problem solving may be a result 

of individuals being uncertain as to how they should proceed with the problem. Based 

on the theoretical framework in this thesis (specifically the five principles of natural 

information processing systems (Sweller et al., 2011)) this finding infers that one of 

two of the following approaches were employed: 

1. Randomness as genesis – where the problem solver has no existing schema 

to relate to or have not developed them at an earlier point in the problem, 

therefore, they randomly generate and test strategies to reach a solution 

2. Environmental organising and linking – where the problem solver has 

developed strategies through interacting with the problem and when an 

obstacle is met they draw upon the previous strategies they employed to 

overcome this obstacle. 

However, it is not possible to determine which approach was taken by individuals to 

move forward with the problem, but this is a significant insight into approaches for 

domain general learning. As these behaviours were more commonly displayed by 

learners with poorer performance in solving the problem, it highlights a useful indicator 

for educators to recognise when a learner requires additional instruction or support. 

6.3.1. Cognitive load and performance 

The premise of cognitive load theory is to explain how the load imposed on memory 

during learning tasks can affect learners’ ability to process information effectively and 
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transfer from the experience to long-term memory (Sweller et al., 2019). When 

considering cognitive load as a factor of a learner’s educational performance during 

problem solving, the aim is to optimise intrinsic load and decrease extraneous load 

experienced to facilitate the learner in achieving the intended learning goals (Sweller 

et al., 2011). The instrument used in this study measured the overall cognitive load 

experienced and did not differentiate between intrinsic and extraneous cognitive load. 

However, the instructions for the TOH are simplistic and were carefully controlled so 

that they were identical for each participant. This was a key factor in the selection of 

this general, complex problem and the design of the method of how the participants 

engaged with the problem. This therefore both limited and normalised the amount of 

extraneous cognitive load experienced by the participants due to the instructional 

design of the problem. It was therefore inferred that the variance in cognitive load 

experienced across the participant group was due to variance in intrinsic load 

experienced by the participants. A significant correlation of large effect size was 

determined between the cognitive load experienced during problem solving and poorer 

performance on the domain general problem. It could be the case that the individuals 

had not acquired the necessary problem-solving schemas or strategies to solve the 

problem and therefore they experienced excessive intrinsic load which resulted in 

poorer performance. This is another key concern from the research that can be drawn 

upon to inform the design and overseeing of educational tasks in practice; where the 

research suggests that more robust problem-solving schema and strategies should be 

experienced while developing the necessary cognitive factors for success. 

6.4. Implications of the research for engineering education practice 

6.4.1. Perspectives on practice 

Existing research indicates that complex problem-solving skills are underdeveloped 

relative to industry needs in graduate engineers (Nair et al., 2009; Valentine et al., 

2017; Ward & Thiriet, 2010). The World Economic Forum (2020) describe complex 

problem solving as reviewing information that is related to a problem to develop and 

evaluate options available to solve the problem. The capacity to successfully solve 

problems requires individuals to correctly identify the goals of the problem, be 

persistent, adopt efficient search strategies, regulate actions, and be able to trace back 

to previous points in the solution process (Litzinger et al., 2010; Y. Wang & Chiew, 
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2010). The problem used as a measure of complex problem-solving performance in 

this research, the TOH, required individuals to identify and manage sub-goals of the 

problem by recursively thinking ahead, considering the implications of their actions 

and regulate their actions to reach the solution (Schiff & Vakil, 2015). The findings of 

the research indicated no differences in complex problem-solving performance 

between individuals at the beginning and latter stages of their formal engineering 

education. 

Evidence was found to suggest that spatial ability level influences complex problem-

solving performance, behaviours exhibited during problem solving, and the cognitive 

load experienced during problem solving. However, no evidence was found to suggest 

differences in spatial ability level and years of experience in an engineering degree 

programme. Where spatial skills are a function of the threshold for effective 

engagement, lower visualisers will demonstrate inefficient problem-solving heuristics, 

while experiencing higher levels of cognitive load and reduced performance. 

Furthermore, the impact of having poorer spatial skills limits the capacity of individuals 

to acquire more discipline specific knowledge and skills but also the capacity to 

engage with conceptually broader problems.  

This research has identified a malleable cognitive factor that relates to success and 

efficiency in complex problem solving. Therefore, spatial skills should be developed to 

support students in solving complex problems and contribute towards addressing the 

goal of developing domain general problem-solving capabilities. If the intention is to 

continue to develop effective problem-orientated, student-centred approaches in 

engineering education, key considerations must be made around integrating spatial 

skills development into associated pedagogical approaches and curriculum design.  

6.4.2. Spatial skills in engineering curricula 

Although a significant gap remains in our understanding of the causal role of spatial 

ability in STEM achievement, the outcomes of this thesis combined with previous 

research indicates there is merit in incorporating spatial skills training into engineering 

education curricula. Spatial skills have been demonstrated to be malleable and can be 

developed through both direct and indirect approaches such as spatialising the 

curricula and semester-long training interventions (Julià & Antolí, 2016; Julià & Antolì, 
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2017; Mohler & Miller, 2008; Sorby, 2005; Sorby & Baartmans, 1996, 2000). As spatial 

ability is a critical cognitive factor that relates to successful and efficient problem 

solving, a need is highlighted for curriculum designers to consider the purposive and 

strategic integration of spatial skills training into engineering education programmes. 

This should not be done through superficial curricular objectives, but rather by 

meaningfully spatialising the curriculum with direct instructional approaches to cater 

for the development of spatial skills while also considering the specific problem design 

and tasks relevant to engaging students in more adaptive, context-rich and context-

weak problems that rely on spatial skills for optimal engagement. 

The findings from this research highlight the importance of an approach to (a) 

encourage students to employ spatial skills whilst problem solving and (b) to recognise 

that externalised behaviours can be used by individuals with lower spatial ability to 

possibly supplement them in building the spatial connections between the information 

provided. If educators were to be informed of the implications of observing student 

interactions during problem solving, they could (a) encourage students to use 

externalised behaviours to support them in overcoming deficiencies in their spatial 

skills, whilst (b) recognising that an over reliance on such behaviours may be indicative 

that higher levels of cognitive load are being experienced which can hinder their 

capacity to acquire the necessary discipline specific information and build robust 

problem-solving schema. This pedagogical awareness may take two forms (1) ensure 

engagement in knowledge transfer exercises that require the move from concrete 

(discipline specific) to abstract (domain general) through varying contexts (2) to offer 

specific instruction for the development of the student’s spatial skills. This research 

indicates that the latter pedagogical intervention can lead to an increase in the 

capabilities of the student to more holistically and effectively approach problem 

solving. 

As detailed through the findings and discussion in this thesis, this research 

highlights how spatial ability is a critical cognitive factor to be considered in supporting 

engineering students to solve complex problems. The following chapter will outline the 

key conclusions, contributions, limitations, and future work in relation to this study.  
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7. Conclusion 
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7.1. Conclusions 

The following conclusions are presented in relation to each of the research objectives 

as defined in Chapter 1. 

Objective 1: To examine performance on a domain general complex problem across 

levels of engineering student disciplined expertise.  

Conclusion 1: Through the analysis conducted in this thesis, domain general 

complex problem-solving performance was not found to differ across levels of 

engineering student disciplined expertise (as determined through progression).  

Objective 2: To investigate if levels of spatial ability vary between engineering students 

with different levels of disciplined expertise. 

Conclusion 2: The research found no indication to suggest that spatial ability 

levels differed between engineering students in the first and final mandatory year 

of an engineering programme. 

Objective 3: To examine if spatial ability influences engineering students’ performance 

in general complex problem solving. 

Conclusion 3: Through this research, evidence was found that spatial ability 

relates to the performance of an individual on a complex general problem where 

higher spatial ability reduces the number of moves made and total time taken to 

solve the problem. Spatial ability was also found to have an association with 

behaviours during problem solving where higher levels of spatial ability were 

found to decrease the total time spent exhibiting behaviours; specifically 

behaviours in the “indecision” and “progress” themes. 

Objective 4: To investigate whether levels of spatial ability affect the cognitive load 

experienced during problem solving. 

Conclusion 4: The work carried out in this thesis indicates that spatial ability 

significantly relates to the levels of cognitive load experienced during problem 

solving where, as spatial ability level increases the cognitive load experienced 

decreases. 
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7.2. Contributions 

This research aimed to investigate the role of spatial ability in problem solving in 

engineering education. Understanding of the causal theory of spatial ability’s relation 

to success in engineering education has been advanced. This research has indicated 

the following:  

• Aligned with the critique from industry there is no evidence to suggest the 

development of complex problem-solving capability across the programme of 

study. 

• Individuals with higher levels of spatial ability perform to a higher level when 

solving complex domain general problems. 

• Higher levels of spatial ability also reduced the time spent exhibiting 

externalised behaviours and reduced the amount of cognitive load experienced 

during problem solving.  

• The combination of these findings outline how higher spatial ability can 

positively contribute to students’ performance and educational experiences 

during problem solving. 

• As problem solving is a fundamental component of engineering education 

practice, it is posited that the role of spatial ability in problem solving contributes 

to the causal relationship between spatial ability and success in engineering 

education. 

7.3. Limitations 

The limitations of the work are acknowledged as follows: 

• This is a single site study, that although showed significant causal evidence, it 

cannot be generalised. Further studies are required that control variables such 

as task, curriculum, pedagogy, and environment across multiple contexts. 

• The study may have benefitted from having two separate groups within the 

participant cohort where variables of interest were manipulated across the 

groups e.g., time, problem difficulty, experience with the problem, spatial ability. 

This could have supported the formation of more specific inferences being 

made around the threshold of spatial ability for problem-solving performance. 
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• Access to the population post analysis to engage with confirmatory interviews 

could have added a rich qualitative dimension to the research. However, this 

was not possible due to the current global pandemic. 

• Although differences are reported in spatial ability between males and females 

(Doyle et al., 2012; Feng et al., 2007; Metz & Sorby, 2016; S. A. Sorby, 1999; 

S. A. Sorby et al., 2013; Vandenberg & Kuse, 1978; Xu et al., 2016; Yilmaz, 

2009), an analysis of problem-solving performance and spatial ability across 

genders was not conducted. This was due to the lack of a representative 

sample to conduct such an analysis. Given the underrepresentation of females 

in engineering this limitation was anticipated but unfortunately unavoidable. 

7.4. Recommendations and future work  

Through the course of this research tentative implications for spatial skills 

development in engineering education practice have been examined and several 

areas requiring further research have emerged.  

Two recommendations for engineering education practice are: 

1. Integrating spatial skills training into engineering education programmes to 

facilitate the development of a core cognitive factor for problem solving in 

engineering. 

2. There is a necessity for engineering educators to be aware of the significance 

of observable behaviours as indicators of internal cognitive processes during 

problem solving so that they can optimise the pedagogical support that they 

offer individual students. 

Areas requiring additional research to inform practice include: 

• Evaluating whether problem-solving capacities are being developed through 

engagement in formal engineering education at the site of the primary study 

would require further research through a longitudinal study to confirm the 

findings in this research.  

• If the findings that complex problem-solving capacities are not being developed 

are confirmed, it would be necessary to conduct further research examining 

whether these capacities are being developed through alternative pedagogical 
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and curricular approaches that use both curricular learning outcomes and direct 

intervention for the development of problem-solving skills. 

• Examining whether spatial skills training can improve complex problem-solving 

performance. This research indicated that spatial ability relates to problem-

solving performance, therefore, it is necessary to explore whether engagement 

in a spatial skills training intervention may support improved performance in 

complex problem solving and the students that most benefit from such an 

intervention. 

• Investigating the association between spatial ability and cognitive load in 

problems of increasing complexity and limited time. These investigations would 

inform understanding of the role of spatial ability in cognitive resource 

management during problem solving. 

• Exploring the role of behaviours in representing internal cognitive processes in 

the external world. This research advanced on the awareness of behaviours 

exhibited when engaging with the TOH problem. It is necessary that further 

research is conducted to understand these behaviours from the perspective of 

the problem solver to determine the inferences that can be made around these. 
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Appendix I - Joint performance, EDA, and behavioural graphs of participants in 

descending order of spatial ability  

To evaluate the insight that could be gained from combining the EDA, inductively 

coded behaviours, and problem-solving performance data, joint display graphs were 

produced for all participants in the preliminary study. The horizontal dashed line on 

each graph represents the individuals baseline EDA. The first point on the graph 

represents when participants were instructed to begin the problem with each 

subsequent point indicating the next move, time it occurred, and EDA at that moment 

for the participant. The thickness of the coloured vertical lines is determined by the 

time spent exhibiting an observed behaviour with the colours representing the theme 

that each behaviour is coded into. The behaviour theme colour codes are as follows: 

• Blue: “indecision” 

• Green: “progress” 

• Red: “stop” 

Figure 34. Participant 16 joint display of EDA data, performance (moves and time), and behaviours. 
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Figure 35. Participant 3 joint display of EDA data, performance (moves and time), and behaviours.  

 

Figure 36. Participant 9 joint display of EDA data, performance (moves and time), and behaviours. 
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Figure 37. Participant 17 joint display of EDA data, performance (moves and time), and behaviours. 

Figure 38. Participant 2 joint display of EDA data, performance (moves and time), and behaviours.  
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Figure 39. Participant 26 joint display of EDA data, performance (moves and time), and behaviours.  

Figure 40. Participant 8 joint display of EDA data, performance (moves and time), and behaviours. 
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Figure 41. Participant 22 joint display of EDA data, performance (moves and time), and behaviours.  

Figure 42. Participant 21 joint display of EDA data, performance (moves and time), and behaviours.  
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Figure 43. Participant 24 joint display of EDA data, performance (moves and time), and behaviours.  

Figure 44. Participant 4 joint display of EDA data, performance (moves and time), and behaviours. 
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Figure 45. Participant 1 joint display of EDA data, performance (moves and time), and behaviours.  

Figure 46. Participant 14 joint display of EDA data, performance (moves and time), and behaviours.  
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Figure 47. Participant 11 joint display of EDA data, performance (moves and time), and behaviours.  

Figure 48. Participant 18 joint display of EDA data, performance (moves and time), and behaviours.  
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Figure 49. Participant 10 joint display of EDA data, performance (moves and time), and behaviours.  

Figure 50. Participant 25 joint display of EDA data, performance (moves and time), and behaviours.  
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Figure 51. Participant 6 joint display of EDA data, performance (moves and time), and behaviours. 

Figure 52. Participant 13 joint display of EDA data, performance (moves and time), and behaviours. 
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Figure 53. Participant 7 joint display of EDA data, performance (moves and time), and behaviours. 

Figure 54. Participant 12 joint display of EDA data, performance (moves and time), and behaviours. 
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Figure 55. Participant 20 joint display of EDA data, performance (moves and time), and behaviours. 


