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a b s t r a c t

Tampered digital multimedia content has been increasingly used in a wide set of cyberattacks, chal-
lenging criminal investigations and law enforcement authorities. The motivations are immense and
range from the attempt to manipulate public opinion by disseminating fake news to digital kidnapping
and ransomware, to mention a few cybercrimes that use this medium as a means of propagation.

Digital forensics has recently incorporated a set of computational learning-based tools to automatically
detect manipulations in digital multimedia content. Despite the promising results attained by machine
learning and deep learning methods, these techniques require demanding computational resources and
make digital forensic analysis and investigation expensive. Applied statistics techniques have also been
applied to automatically detect anomalies and manipulations in digital multimedia content by statisti-
cally analysing the patterns and features. These techniques are computationally faster and have been
applied isolated or as a member of a classifier committee to boost the overall artefact classification.

This paper describes a statistical model based on Benford's Law and the results obtained with a dataset
of 18000 photos, being 9000 authentic and the remaining manipulated.

Benford's Law dates from the 18th century and has been successfully adopted in digital forensics,
namely in fraud detection. In the present investigation, Benford's law was applied to a set of features
(colours, textures) extracted from digital images. After extracting the first digits, the frequency with
which they occurred in the set of values obtained from that extraction was calculated. This process
allowed focusing the investigation on the behaviour with which the frequency of each digit occurred in
comparison with the frequency expected by Benford's law.

The method proposed in this paper for applying Benford's Law uses Pearson's and Spearman's corre-
lations and Cramer-Von Mises (CVM) fitting model, applied to the first digit of a number consisting of
several digits, obtained by extracting digital photos features through Fast Fourier Transform (FFT) method.

The overall results obtained, although not exceeding those attained by machine learning approaches,
namely Support Vector Machines (SVM) and Convolutional Neural Networks (CNN), are promising, reaching
an average F1-score of 90.47% when using Pearson correlation. With non-parametric approaches, namely
Spearman correlation and CVM fitting model, an F1-Score of 56.55% and 76.61% were obtained respec-
tively. Furthermore, the Pearson's model showed the highest homogeneity compared to the Spearman's
and CVM models in detecting manipulated images, 8526, and authentic ones, 7662, due to the strong
correlation between the frequencies of each digit and the frequency expected by Benford's law.

The results were obtained with different feature sets length, ranging from 3000 features to the totality
of the features available in the digital image. However, the investigation focused on extracting 1000
features since it was concluded that increasing the features did not imply an improvement in the results.

The results obtained with the model based on Benford's Law compete with those obtained from the
models based on CNN and SVM, generating confidence regarding its application as decision support in a
criminal investigation for the identification of manipulated images.

© 2023 Elsevier Ltd. All rights reserved.
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1. Introduction

Global digitalization has favoured the exponential growth of
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illicit activities in cyberspace, such as phishing, spear-phishing and
ransomware, constituting some of the main vectors of attack on
countries’ national security Enisa (2021).

Factors such as the pandemic and war in Europe have brought
about a greater awareness of the risks resulting from the use of the
Internet and the total dependence on digital services such as
shopping, reading, and even chatting online. Moreover, the ease
and speed of access to the Internet have provided unique oppor-
tunities for cybercriminals to commit illicit acts, Rajan et al. (2017).
In this context, cyberattacks have been gaining strength, charac-
terised mainly by sophistication and harmful impact on a society
thirsty for information, creating psychological, economic and social
problems, Ferreira et al. (2021).

According to Europol, cybercrime is a dynamic problem among
the EUMember States, with cybercriminals taking advantage of the
sufficiently robust Internet infrastructure, the negligence of most
people in making online payments and the complete exposure of
what they do in their daily lives, Europol.

It is precisely from this exposure that cybercriminals have found
their way to perpetuate illicit activities, using powerful tools such
as Photoshop and Gimp, allowing them to manipulate any multi-
media digital content, namely digital photos, by using splice and
copy-move techniques.

In the presence of manipulated content, the investigation car-
ried out by digital forensic teams must include observations that
integrate various aspects, such as the image's physical, digital and
semantic integrity. Over time, various methods have been applied
to expose certain inconsistencies in the image, such as shadows due
to low light and low contrast. Moreover, manipulating an image
leaves certain traces, visible or not, mainly detectable through
computational tools using machine learning, Lin et al. (2018);
Thakur and Rohilla (2020).

The impact of such manipulations is high and can have disas-
trous consequences. Following the rapid growth of computing
power, the tools used in image processing have allowed the intro-
duction of a set of new techniques based on artificial intelligence in
the form of surface forgery, cheap forgery and deformation, which
allow the manipulation of digital content in a fast, cheap and
realistic way, LI, jian Zhou, guo Yuan, cui Guo and xin Niu (2014);
Thakur and Rohilla (2020).

The motivation for crimes involving image manipulation is
diverse, whether personal or political. Generally, revenge pornog-
raphy or paedophilia involving people in a more vulnerable
context, Harris (2019), and blackmail for ransom are the most
prominent, leading to severe multi-level implications in people's
lives.

The emergence of a set of legal procedures and standards, as
well as the application of computer techniques and tools, has
enabled digital forensic analysis, carried out by the criminal
investigation police, to collect, preserve and analyse digital evi-
dence consisting of a lengthy and complex process, Unodc (2019).
On the other hand, the investigation must be quick and unambig-
uous as towhich facts may or may not constitute a computer crime.
The investigation carried out by an expert without using a set of
tools to help him in such an arduous task when faced with millions
of data is a time burden hardly feasible, Ferreira et al. (2021).

In recent years, a set of forensic tools has emerged, such as
Forensic Toolkit (FTK), Autopsy or ImageNet, with the ability to
extract, analyse and reconstruct digital evidence, constituting a real
help for researchers.

On the other hand, the development of several classifiers based
on conventional machine learning models made it possible to
automate the identification of a set of forensic artefacts based on
statistical models, such as Bayesian algorithms (Naive Bayes, K-
Nearest Neighbor), as well as the introduction of a set of
2

performance metrics such as precision, recall and F-measure to
benchmark the classification models. Recently, there has been
substantial growth in techniques based on deep learning, with
excellent results in many computer vision applications, Saini and
Kapoor (2016); Ferreira et al. (2021); Mar-Raave et al. (2021).

The use of deep learning-based methods requires enormous
computational power (where the need for data training is added
when neural networks are used), with expensive GPU cards, mak-
ing applications heavy on data processing; the current analysis of
portability, which translates into the inability to migrate software
components between hosts, and problems in data validation,
driven by rapid technological evolution, makes existing models
obsolete, in a process identical to the proverbial ”there is no beauty
without a catch”. As a result of all this, these types of methodologies
have not been implemented in digital forensic tools, Ferreira et al.
(2021), increasing the enormous challenges faced by digital
forensic investigators.

The problems arising from the application of unusual methods
and the potential that statistical methods have presented in recent
years, Kumar et al. (2021), are the motivational basis of this paper.

This paper describes the application of Benford's Law to detect
digital images manipulated by splicing and copy-move. The oper-
ation of the proposed model is based on the extraction of a differ-
entiated set of features from the digital images, calculated by the
Fast Fourier Transform (FFT) method.

Apart from the results obtained rivalling those resulting from
the application of machine learning-based techniques, the pro-
posed model requires less CPU and memory processing as it does
not require the use of data for training and does not require specific
hardware to produce results. The possibility of creating lightweight
modules that can be included in the most diverse digital forensic
tools is an advantage worth exploring.

To evaluate the reliability of the results, statistical correlations
have been used, such as Pearson's chiesquare correlation coeffi-
cient, Spearman's correlation coefficient and Cramer-Von Misses
(CVM) goodness of fit test, Singh and Bansal (2015).

The dataset consists of 9000 authentic images and 9000 images
manipulated by splicing and copy-move, for a total of 18000 im-
ages. The overall results obtained with the statistical methods
employed are an average precision of 86.14% and an F1 score of
90.40% in Pearson's distribution; an average precision of 50.79%
and an F1 score of 56.55% in Spearman's distribution, and an
average precision of 65.27% and an F1 score of 76.61% in the
Cramer-Von Mises distribution methodology. The proposed model
is not implemented as part of any digital forensic tools, unlike other
machine learning-based solutions, Ferreira et al. (2021) increasing
the enormous challenges that digital forensic investigators face.

The contributions of this paper can be described as follows.

C An architecture to preprocess and process the digital images
to extract their features in the form of an array of numbers.

C An original model based on Benford's Law for processing
digital images, centered on extracting the first digit.

C A set of MatLab scripts which implements Benford's law-
based method and the datasets preprocessing and process-
ing tasks. The scripts can be found as a GitHub project
available in https://github.com/Pacfes/Benford-Law.

C A comparison of the results obtained to SVM and CNN ma-
chine learning and deep learning methods.

The present paper is organised as follows. Section 2 describes
specific digital image manipulation techniques, some of the main
algorithms that allow extracting features from images, and finally a
set of statistical models that classify whether an image is authentic
or manipulated. Section 3, mathematically describes Benford's law

https://github.com/Pacfes/Benford-Law
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and its application in different research areas related to the topic
under review. Section 4 discusses the general architecture of the
proposed model and the dataset where the experiments were
processed. The section describes the pre-processing and processing
steps in feature extraction from images. Next, the statistical cor-
relation coefficient, namely Pearson and Spearman, and Cramer-
Von Mises goodness of fit test, are discussed, as well as the tech-
niques that allowed the analysis and evaluation of the results. This
section further describes the metrics used, and the hypothesis tests
carried out, which served as a basis for evaluating the images.
Section 5 describes the results obtained from the performed ex-
periments and their analysis. Finally, Section 6 presents the main
conclusions obtained from the research and delineates possible
future work activities.

2. Digital photos manipulation fundamentals

This section describes specific techniques for manipulating
digital images, such as splicing and copy-move, some of the main
algorithms that allow extracting characteristics from images and,
finally, a set of statistical models that classify whether an image is
authentic or manipulated.

2.1. Digital image manipulation techniques

The proliferation of low-cost electronic devices, such as smart-
phones, digital cameras, and tablets, has enabled the acquisition,
distribution and sharing of digital images through several online
platforms, among which TikTok and Instagram stand out.

The ease and speed with which this phenomenon occurs enable
a range of cybercriminals to manipulate this digital content for
various criminal purposes. However, any manipulation that may
have happened to a digital image leaves a body of evidence that can
be exploited by digital forensic tools Amerini et al. (2020).

Coupled with all these problems, the human inability to keep up
with the increasing computational power associated with the
physical limitations of their visual ability has allowed the creation
of a new area of research named computer vision. The major goal of
this new area of investigation is to try to overcome certain obsta-
cles, specifically in the detection of manipulations that a digital
image may have been subject to. Unfortunately, the human eye
does not give absolute certainty that the image may or may not
have suffered some manipulation.

Currently, there has been a vertiginous growth in the number of
techniques and tools that allow the manipulation of an image,
where copy-move, splicing and deepfake stand out as the most
popular, but also in the automatic generation of manipulated im-
ages, as the case of ”this person does not exist”, using Generative
Adversarial Networks (GAN). In the opposite direction, several
technologies based on artificial intelligence have been applied,
namely Convolutional Neural Networks (CNN), Support Vector
Machines (SVN), watermarks, digital signatures and the use of
statistical resources from the extraction of the characteristics of
images in a dataset, allow their classification between authentic
and manipulated, Muzaffer and Ulutas (2019).
Fig. 1. Left: Original image, Right: Manipulated image, Sreenivasu and Vani (2017).
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However, the similarity caused between an authentic and a
manipulated digital image can be a considerable challenge. Fig. 1 is
an excellent example of this situation, where the manipulation
resulted from applying the copy-move technique. The procedure is
simple and consists of copying a specific component existing in the
original image to another region of the resulting image, giving the
sensation that there are more elements than those in the original
image.

The copied regions are usually processed before being pasted to
hide or remove any incriminating details. Certain areas of the image
with texture such as grass, tree leaves or cloudy sky can be an asset
to hide details of the pasted object and thus be invisible to the
human eye.

Another technique widely used in manipulating a digital image
is splicing, which employs AI techniques to copy and paste a spe-
cific region of input digital photos to a new resulting one (Fig. 2).
When the manipulation results from splicing, several in-
consistencies can be exploited to detect the manipulation, namely
the presence of different illumination points in the various pasted
regions, the existence of varying noise levels of the manipulated
image, and other statistical properties present in the image,
different from the original characteristics of the image when it was
obtained from the digital camera.
2.2. Image feature extraction algorithms

Following the frenetic pace of crimes through the manipulation
of digital content, researchers felt the need to develop a set of al-
gorithms capable of extracting features from images to detect
various manipulations, such as splicing, and copy-move, among
others. These include algorithms based on the Discrete Cosine
Transform (DCT), whose range of action focuses on compression,
filtering and feature extraction from images.

Themethod proposed in this paper is described in Section 4. The
feature extraction process divides the digital image into 8 � 8 non-
overlapping blocks where DCT is applied to each of the three data
channels (RGB). Such a procedure allows generating 64 DCT co-
efficients representing the various horizontal, vertical and com-
posite frequencies, enabling the extraction of a set of features that
are subsequently stored in a matrix of values. Recent investigations
have shown that applying the DCT coefficients in Convolutional
Neural Networks (CNN) is possible, obtaining good results with the
neural networks being trained with the DCT coefficients com-
pressed into JPEG, Rajesh et al. (2019). The DCT coefficients can be
calculated from equation (1):

X½k� ¼ a½k�
XN�1

n¼0

x½n�cos
�
pð2nþ 1Þk

2N

�
(1)

where a½k� ¼
ffiffiffi
1
N

q
if k ¼ 0 and

ffiffiffi
2
N

q
if k ¼ 1, 2, …, N � 1.

Related to the DCT algorithm is the Discrete Fourier Transform
(DFT). The DFT can facilitate harmonic analysis and signal pro-
cessing in the frequency domain. Algorithms were developed to
calculate its coefficients fast on the Fast Fourier Transform (FFT)
approach of Cooley and Tukey by the composition of simple
elementary transforms, usually known as butterfly transforms. The
DFT maps the sequence in the time domain to a sequence in the
frequency domain of the same length, allowing information about
the amplitude and phase of the signal at each frequency and is
calculated by Equation (2), Ferreira et al. (2021); Rao et al. (2010);
Parfieniuk (2021); Cooley and Tukey (1965):



Fig. 2. Left: Original image, Middle Original image Right: Manipulated image, Wu et al. (2022).
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Xðk; lÞ ¼
XN�1

n¼0

XM�1

m¼0

xðn;mÞe

�
�2pi

N kn

�
e

�
2pi
M lm

�
(2)

Fast Fourier Transform is a DFT algorithm that allows reduce the

number of complex operations from O
�
N2
�
to OðNlog2NÞ.

The Fast Fourier Transform (FFT) allows finding the relationship
between the indices of a vector N ¼ LC with the elements of a
matrix of dimension L � C, given by Equations (3) and (4):

n ¼ n1 þ Ln2 (3)

u ¼ u1 þ Cn2 (4)

where n1, n2, u1, u2 are the new indices of the transform.
The two-dimensional transform results from replacing the fre-

quency and time indices given by 3 and 4, in the expression 5:

yu ¼ 1
N

XN�1

n¼0

xnWnu; where W ¼ e
�2pi
N (5)

where yu represents the Fourier coefficient, resulting in equation
(6), Pedrini and Schwartz (2008):
Fig. 3. Process of extracting
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1
N

XL�1

n1¼0

XC�1

n2¼0

Xn1 þ Ln2W
n1u1WCn1u2WLn2u1 (6)

Fig. 3 represents the extraction of 40 features taken from the
image. The vector produced is represented by the values resulting
from the application of the FFT, which contains information about
certain particularities existing in the input image, such as variations
in the grey tones of the pixel's existence in areas with higher
brightness intensity.
2.3. Statistical correlation coefficients

The introduction of hypothesis testing in the detection of
manipulated images required using a set of statistical models,
namely Pearson, Spearman, and Cramer-Von Mises, to calculate
correlation coefficients and p-values based on the extraction of the
first digits from the image's characteristics.

Such procedure allowed the construction of a decision rule to
reject or not reject the statistical hypothesis that allowed classi-
fying an image as authentic or manipulated, as described in section
5.

Pearson's correlation coefficients make it possible to describe
whether or not there is a linear relationship between two quanti-
tative variables, and if so, their correlation is calculated using the
Equation described in Equation (7). It is commonly used in
features from an image.
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inferential statistics to test statistical hypotheses.

r ¼
Pn

i¼1

�
Xi � X

̄ ��
Yi � Y

̄ �
ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiPn

i¼1
�
X � x

̄ �2q Pn
j¼1

�
Y � Y

̄ �2 (7)

where r represents Pearson's correlation coefficient.
To verify if the correlation between two quantitative variables is

significant, it is necessary to calculate the p-value, given by Equa-
tion (8), known as the level of significance associated with a
particular observed value of the test statistic. Briefly, the value of
the p-test allows checking whether a given value is more unfav-
ourable for the null hypothesis, assuming that the hypothesis is
true.

t ¼ r �
ffiffiffiffiffiffiffiffiffiffiffiffi
n� 2

p
ffiffiffiffiffiffiffiffiffiffiffiffiffi
1� r2

p (8)

where r is the correlation coefficient, t is the p-value coefficient and
n the number of observations.

When performing specific tests, certain problems may arise in
the data set, such as small outliers and data that do not follow
normality. Therefore, it is necessary to perform specific procedures
to certify the validation of Pearson's model, such as studying the
homoscedasticity and normality of the data set, Levine et al. (2021).
Spearman's correlation coefficient can be used in cases where there
are continuous variables, and the relationships are not linear but
monotonic, Thirumalai et al. (2017).

Equation (9) calculates the correlation between variables:

rðX;YÞ ¼ 1� 6
Pn

i¼1ðxi � yiÞ2
n3 � n

(9)

where n is the length of each column, Best and Roberts (1975).
Equation 8 allows calculating the p-value of the Spearman
correlation.

Calculating the Cramer-Von Mises correlation will verify the
goodness of fit between two functions, where one of them is rep-
resented by the cumulative distribution of the values that consti-
tute the images and another function that represents the empirical
distribution of the values based on Benford's law.

The Cramer-Von Mises criterion is defined by Equation (10):

W2 ¼
ð
ðF*ðtÞ � F0ðtÞÞ2dF0ðtÞ (10)

where F*ðtÞ ¼ k
N with k observations being less than or equal to

t¼ 0, 1,…, N is the empirical cumulative distributions function, and
F0(t) is theoretical cumulative distributions function, Anderson
(1962), and the Equation that allows checking the p-test between
the distributions is given by Equation (11):

Pvalue ¼
½T � mT �ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
45� VarðTÞp þ 1

6
(11)

where T is the expected value.
Fig. 4. Benford's law graph for the first digit.
3. Benford's law fundamentals

This section describes Benford's law mathematical fundamen-
tals, as well as its main contributions in the area of digital, image
and video manipulation.
5

3.1. The math behind Benford's law

Suppose we are in the presence of an independent and identi-
cally distributed random variable, X ¼ (X1, X2, …, Xi), i ¼ 1, 2, …, n,
cn 2 N, and Di(X) represents the ith significant decimal digit of X.

The probability mass function that best describes Benford's law
is given by Equation (12), Arno Berger (2015):

PðDiðXÞÞ ¼ log
�
1þ 1

d

�
; if d ¼ f1;2;3;…;9g (12)

From Equation (12), we can calculate the empirical frequency of
each digit. For example, the probability of the number 1 is given by
log
�
1þ 1

1

� ¼ logð2Þy0:301. If d ¼ 2, then

log
�
1þ 1

2

� ¼ log
�3
2

�
y0:176 and so forth, until you get the proba-

bility of d ¼ 9 and, producing the graph defined in Fig. 4.
However, Benford's law is not restricted to the first digit, having

immediate implications for the construction of the second digit,
third digit and so on. The probability for the second digit is given by
Equation (13).

X9
k¼1

logð1þð10kþ dÞ�1Þ; d ¼ f1;2;3;…;9g (13)

The math expressions defined in 12 and 13, allow us to intro-
duce the general Theorem 3.1, which allows us to calculate the
empirical frequency of each digit.

Theorem 3.1. (General law). Be k 2 Z, d1 2 {1, 2, 3, …, 9} and
dj 2 {0, 1, 2, …, 9}, j ¼ 2, …, k.

PðDk ¼ dkÞ ¼ log

 
1þ 1Pk

i¼1di � 10k�i

!
(14)

Benford's general law has the ability to be generalized to all
significant digits. Usually, the first significant decimal digit of a real
number is defined as x as the first non-zero value in the expanding
development of x, the second significant decimal digit as the second
digit after the first significant digit, and so on, Arno Berger (2015).

The Definition 3.1 allows to explain the real meaning about what
the significant digits mean, Arno Berger (2015).

Definition 3.1. For each real value x, different from zero, it is
considered as the first significant digit of x, expressed by D1(x), the
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only integer j 2 {1, 2, 3, …, 9} satisfying: 10kj � |x| < 10k(j þ 1),
ck 2 Z.

Likewise, for values greater than 1, e.g., n � 2, n 2 N, the nth
significant digit of x, expressed by Dn(x), can be defined inductively
as the single integer j 2 {1, 2, 3, …, 9}, such that:

10k
�Pn�1

i¼1 DiðxÞ10n�i þ j
�
� jxj<10k

�Pn�1
i¼1 DiðxÞ10n�i þ jþ 1

�
;

k2Z.
By convention, Dn(0)d0, cn 2 N.

In addition to the definition of what significant digits are, dis-
cussed in the definition 3.1, there is a need to define what signifi-
cant a real number is. The signifier of a real number refers to the
coefficient of that number in the floating-point form. The definition
3.2, explain this type of numbers, Arno Berger (2015); Taimori et al.
(2012).

Definition 3.2. Given a function F : IR/½1;10Þ.
If x s 0 then:
S(x): ¼ 10log |x|�P log |x|R, cx s 0.

By convention S(0): ¼ 0.
According to Arno Berger book, the relationship between the

significand of a number and the significant digits is visible. This
relationship is translated into the property 3.1, where the signifi-
cant digits can be expressed as the coefficients of a significand
function.

Property 3.1. x represents a real number.
Dn(x): ¼ P10n�1S(x)R � 10P10n�2S(x)R, n 2 N.

Another important concept about digits and Benford's law is the
definition of mantissa. The Definition 3.3, allows to establish a
relationship between the significand numbers, present in definition
3.2, and the traditional definition of mantissa, Arno Berger (2015);
Parnak et al. (2020).

Definition 3.3. (Mantissa). Represents the decimal part in calcu-
lating the log of a number. The relationship between the sig-
nificands translates into log S(x). The only number r in

	 1
10;1

�
with

x ¼ r � 10n for some integer.

The property 3.2, reinforces the idea of a relationship between
the significant of a real number.

Property 3.2. The mantissa of a number does not change when we
multiply the logarithm by a power of 10.

Another important aspect, highlighted in the investigation car-
ried out by Berger and Hill (2011); Arno Berger (2015), is related to
the existence of a sequence of integer and positive digits. The
definition 3.4, shows whether a given sequence conforms to Ben-
ford's law.

Definition 3.4. Given a sequence of positive integers (x1, x2, …)
denoted by (xn), if t2½1;2;…;10Þ the limiting proportion of
meaningful (xn) and less than or equal to t is exactly log t.

lim N/∞
f1�n�N:SðxnÞ�tg

N ¼ log t;ct2½1;10Þ
Given the definition 3.4, checking whether or not a given

sequence is Benford's is not a simple process. It is essential to
introduce a set of properties, that allow a more straightforward
solution.

Benford's law can be defined by four important properties
defined in Property 3.3, Taimori et al. (2012); Vol�ci�c (2020); Hill
(1995).

Property 3.3. The main defining properties of Benford's law are:

C Uniform distributions, where Di(X) ~ Bi ⇔ Y ~ U(0, 1);
6

C Scale-invariance;
C Base-invariance;
C sum-invariance characterizations.

Based on the Properties 3.3, we can introduce lemma 3.1, based
on Weyl's theorem, Arno Berger (2015). The proof can be seen at
Berger and Hill (2011).

Lemma 3.1. The sequence (n � a) ¼ (a, 2a, 3a, …) is uniformly
distributed mod 1 if and only if a is irrational.

From the lemma indicated in 3.1, results Theorem 3.2, which
allows defining a sequence, Arno Berger (2015); Berger and Hill
(2011).

Theorem 3.2. A given sequence is a Benford sequence if (log |xn|) ¼
(log |x1|, log |x2|, log |x3|, …) is uniformly distributed mod1.

From the mathematical concepts highlighted in this section, we
can extract some important ideas.For a better understanding of
these concepts, in section 3.3 an example was made based on two
images, one manipulated and the other authentic, where the
mathematical procedures relating to this section are described.

C In the first stage, extracting the first significant digit of the set
of features extracted from the digital images was possible.

C To state that a given set of features obtained from the digital
images follows Benford's law, then the behaviour of the first
digits of these features should be identical to the behaviour
shown in the graph of Fig. 4.

C After analysing the behaviour of the digits resulting from the
extraction of the characteristics of the images, if they do not
behave according to the graph of Fig. 4, it means that the
image may have been manipulated, resulting in a true
positive.
3.2. Benford's law related works applied to digital forensics

Benford's law has been widely used in the most diverse areas of
investigation, namely the detection of financial fraud, anomalies in
electoral data and in scientific fraud. All research work carried out
in these areas has shown promising results, Said and Mohammed
(2020); Nunes et al. (2019); Taimori et al. (2012).

The application of Benford's law in digital image processing is
only a few years old. Jolion Wolf et al. (2000), Acebo del Acebo and
Sbert (2005), and Sbert Bardera et al. (2006), have demonstrated its
use in certain fields whose domain ranges from the magnitude of
the gradient of a given image in the entropy field, as well as the
intensity of the light in natural images. Based on that, the focus of a
small part of researchers has been concentrated on the manipula-
tion and adulteration of digital images. Recent studies point to in-
vestigations into the first digits of a Discrete Cosine Transform
(DCT) block, characterised by a lossless compression process that
allows reversion based on simple matrix multiplications, whose
capacity allows the conversion of pixel values into coefficients
Satapathy et al. (2020).

The transformation is performed in 8X8 bit blocks and considers
the type of image, whether it is coloured or not. In addition to the
type of image, there are other characteristics to consider, and
namely, if the image is coloured, the blocks are applied to the
chrominance (colour value); if the image is grey scaled, the blocks
are applied to the luminance and the number of JPEG coefficients.

There is a record of several trials in applying Benford's law in
digital forensic analysis, including topics such as compression of
JPEG images to bitmap format, estimation of compression of JPEG
images, and double compression. However, the growing interest in



Table 2
Model Comparison with 50, 150, 300 features.

Model Correlation P-Value

50 features Image 1 Image 2 Image 1 Image 2

Pearson 0.8635 0.7905 0.0027 0.0112
Spearman 0.9279 0.5108 0.0008 0.1620
Cramer-Von Mises 0.0200 0.0457 0.0057 0.0322

150 features
Pearson 0.8513 0.8573 0.0036 0.0031
Spearman 0.9667 0.4667 0.0002 0.2125
Cramer-Von Mises 0.0262 0.0428 0.0121 0.0293

300 features
Pearson 0.8242 0.8929 0.0063 0.0012
Spearman 0.9833 0.5833 0.0000 0.1080
Cramer-Von Mises 0.0224 0.0305 0.0081 0.0165
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the subject has led the investigation to new studies related to
detecting tampered images, whether by clone, retouching, or
splicing, among other techniques, Mire (2022); Parnak et al. (2022).
It has also been applied to recover hidden data in digital images or
even in the registration of the image itself, Singh and Bansal (2015);
Wu et al. (2022).

The research has also focused its efforts on statistical models
based on filters, restoration, and image analysis. Studies have
shown that Benford's law-based method detects manipulations
associated with double compression of JPEG images, Lesperance
et al. (2016); Pasquini et al. (2017); Yao et al. (2020).

Other investigations point to JPEG2000 images (with higher
quality than the JPEG format) and Discrete Wavelet Transform
(DWT) coefficients, that allows decomposing an image in a single
resolution level structured into four sub-bands, lowelow, low-
hight, hight-low, hight-high), Wang et al. (2015); Qadir et al. (2011).

In the JPEG2000 format, images have a very high quality
compared to other formats. Studies based on this format have
revealed that increasing the rate of compression of the images ends
up increasing in equal proportion the deviation of the coefficients,
inducing possible manipulations in the images, Yang et al. (2015);
Singh and Bansal (2015).

Concerning the application of DWT, it was verified that the
images that suffered double compression did not follow Benford's
law since accentuated changes in the logarithmic curve were
detected Singh and Bansal (2015). Other studies analysed the
introduction of brightness in the images, obtaining a clear distor-
tion in the curve. Still, in the field of brightness, other studies try to
detect the presence of unbalanced lighting in images with the help
of the Discrete Wavelet Transform (DWT), identifying certain ir-
regularities in the intensity of brightness, with the accentuated
presence of brightness in certain areas to the detriment of others
and possibly losing some visual quality,Wei et al. (2021); Singh and
Bansal (2015).

One of the limitations of Benford'law is characterised by the
existence of malicious attacks based on the knowledge that at-
tackers may have in the forensic context. Image manipulation and
subsequent compensation are serious obstacles to the detection of
manipulated images, all because, after compensation by compres-
sion, the Benford curve resembles the original curve Wang et al.
(2009).

Recent studies report the application of Benford's law in the
separation of images generated by computer graphics from
photographic images, Meena and Tyagi (2019), and in the detection
of unknown JPEG compression in semi-fragile watermarked im-
ages, obtaining good results, Zhao et al. (2009). The first digits
extraction process is based on the DCT process.
3.3. Proof of concept using Benford's law

The dataset consists of two images, one manipulated and one
authentic, and served only to test the model, available at ”This
person does not exist” website, Karras and Nvidia (2019), Flickr-
Faces-HQ, Karras et al. (2019);

Table 1 details the datasets collected and used in the experi-
ments (see Table 2).
Table 1
Dataset to prove the concept.

Name Fake Real

”This person does not exist” 1 e

Flickr-Faces-HQ e 1
Total 1 1
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Initially, 150 and 800 features were extracted from the two
images. Then, the total number of the first digits was counted,
regardless of whether the image was genuine or manipulated. As a
result, Fig. 5 depicts a graphic that shows a considerable distortion
of each image compared with Benford's law, indicating the possi-
bility of manipulations.

Analysing the images individually, as depicted in Fig. 6, we can
observe the distortion caused by the two images by comparison
with the Benford line. The objective is to verify whether the sta-
tistical models can detect which image is manipulated and which is
authentic. Thus, several parameters were tested to find the optimal
point, such as the number of features obtained from each image,
and different significance degrees (0.01, 0.05 and 0.001), and the
metric used for this scenario. In the other investigations presented
in this article, the statistical procedure adopted followed the same
line of thought.

The results of the correlations and the P-value obtained from the
relative frequencies resulting from the application of the Pearson,
Spearman and Cramer-Von Mises models with the empirical fre-
quency of Benford's law, taking into account 50, 150 and 300
features.

Hypothesis testing.

C H(0): The correlation coefficient equals zero; there is no
linear relationship between the pair of variables under
analysis; possible manipulated image.

C H(a): The correlation coefficient is not equal to zero; there is
a linear relationship between the pair of variables under
analysis; a possible authentic image.

Rule that allows the decision.

C Do not reject H(0) if the degree of significance >a.
C Reject H(0) if the degree of significance � a.

Tables 3 and 4, shows the results of the tests considering the
different degrees of significance 0.01, 0.05 (agreed upon) and 0.001.

4. Proposed architecture

This section describes the architecture implemented to process
the digital images based on Benford's law, allowing images to be
classified as authentic or manipulated.

4.1. Benford's law-based method

The proposed model is based on two phases. In a first phase, the
analysis of the first digit extracted from the characteristics of the



Fig. 5. Comparison of the first digits extracted from 150 (left) and 800 (right) of two-image features and Benford's law. It turns out that there is no difference between the graphics,
concluding that increasing the extraction of the number of features does not affect the graph produced.

Fig. 6. Comparison between the first digits extracted from the features of each image and Benford's law, using 150 (left) and 800 (right) features.

Table 3
Hypothesis testing, where (R) rejects H(0) and (DR) does not rejects H(0).

Model Image 1 (Manipulated)

50 features a ¼ 0.01 a ¼ 0.05 a ¼ 0.001

Pearson R R DR
Spearman R R R
Cramer-Von Mises R R DR

150 features
Pearson R R DR
Spearman R R R
Cramer-Von Mises DR R DR

300 features
Pearson R R DR
Spearman R R R
Cramer-Von Mises R R DR

Table 4
Hypothesis testing, where (R) rejects H(0) and (DR) does not rejects H(0).

Model Image 2 (Authentic)

50 features a ¼ 0.01 a ¼ 0.05 a ¼ 0.001

Pearson DR R DR
Spearman DR DR DR
Cramer-Von Mises DR R DR

150 features
Pearson R R DR
Spearman DR DR DR
Cramer-Von Mises DR R DR

300 features
Pearson R R DR
Spearman DR DR DR
Cramer-Von Mises DR R DR
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digital images is carried out, and in a second phase, the analysis is
based on the second digit in the expectation of verifying if the re-
sults improve, worsen or remain the same, following a line of
research aimed at answering the question: ”If we are faced with a
database containing digital images, is it possible to detect whether
there are authentic or manipulated images and which ones?”. Ac-
cording to Benford's law, if there is a manipulation in the first digit,
the graph will produce a different curve from the curve produced
by Benford's law, Fig. 4 presented in section 3.1.

Fig. 7 illustrates the overall architecture designed to apply
Benford's law under the context of manipulated digital image
detection. It is based on the following three main building blocks:
preprocessing, processing and analysis of the results.

In order to obtain a functional model for the detection of
manipulated images, it is necessary to implement a set of proced-
ures to obtain the input data and extract the first digit from it. Such
a procedure will be vital to classify the images as manipulated or
authentic.

The pre-processing depicted in Fig. 8 consists in extracting a set
of n features from the images by applying the DFT (Discrete Fourier
Transform) method. For this, a Python script was built, where be-
sides the standard libraries (NumPy, pickle), the libraries OpenCV
were used to process the image. A script was built for the radial
profiling function, whose main function is to create a circular
boundary in the image, extracting only the features within the
circular zone. The extracted data is stored in a dataset, where
through the development of a script built in MatLab, the first digit
of all the obtained values was extracted and subsequently stored in
a digit matrix.

The data relating to the extraction of the first digit from each
image is appropriately stored into a feature vector, and each is
labelled, that is, if the image is original, it is assigned the label 1;



Fig. 7. General architecture of the method based on Benford's law.

Fig. 8. Preprocessing phase.

P. Fernandes and M. Antunes Forensic Science International: Digital Investigation 45 (2023) 301515
otherwise, the image is manipulated and is assigned the labelled
with 0.

At the end of pre-processing, an adequately labelled dataset is
available to apply a set of hypothesis tests based on Pearson,
Spearman and Cramer-Von Mises statistical models.

The processing phase depicted in Fig. 9 consists of two steps.
The first step consists in counting the first digits from the values
obtained in the pre-processing phase for each image. In contrast,
the second step calculates the absolute frequency of each digit,
having the whole database as a reference. Then, the relative fre-
quency of the values obtained in the two previous steps is calcu-
lated, consisting of the quotient between the absolute frequency of
each digit and the sum of the total number of digits of each image
under study, allowing the subsequent comparison with Benford's
law. Finally, the values obtained by the relative frequency calcula-
tion are duly stored in a data set for further investigation, deter-
mined by two significant moments: hypothesis tests and
graphically.

Fig. 10 schematically shows the processing performed by the
hypothesis tests, and it is vital for the ongoing investigation. Three
hypothesis tests were introduced from the relative frequencies
based on three different models: Pearson, Spearman, and Cramer-
Von Misses. Each model allowed the generation of labels related
to the evaluation, indicating 1 if the image is genuine or 0 if the
image was manipulated. These labels are stored according to the
statistical model used, whether Pearson, Spearman or Cramer-Von
Misses, and compared with the labels obtained in the pre-
processing of the images, generating a set of results where the
quantity of manipulated and authentic images is analysed.

Table 5 depicts the final dataset that allows comparing the labels
to check which ones are authentic or manipulated.
Fig. 9. Process
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4.2. Datasets

Two different scenarios were createdwith the dataset presented
in Table 6 as the basis for carrying out the experimental tests.

The first scenario was derived from the main dataset, composed
of two public datasets containing authentic and manipulated im-
ages, including various types of manipulation, from splicing to copy
movement. The second scenario used the dataset in its entirety,
which, like the first, contains authentic and manipulated images,
including various types of manipulation, such as splicing and copy
movement.

The dataset referring to the first scenario contains 280 manip-
ulated and 280 authentic images for a total of 560 images. It con-
sists of a compilation of images available on the COVERAGE dataset
website, Wen et al. (2016) and Columbia Image Splicing Dataset,Ng,
Hsu and Chang (2004). The dataset relating to the second scenario
contains 9000 manipulated images and 9000 authentic images for
a total of 18000 images and consists of a compilation of images
available in various datasets, available on GitHub, Ferreira (2021).

Table 6 details the datasets collected and used in the
experiments.

The databases are balanced, although it is not necessary to have
data for training (as in machine learning models) where the
amount of authentic and manipulated images may not necessarily
be the same.

The experimental setup comprises various technological com-
ponents and tools described in Table 7.
4.3. Results analysis

This section describes the metrics used, as well as the hypoth-
esis tests carried out, which served as a basis for evaluating the
images.
ing stage.



Fig. 10. Processing performed by the hypothesis tests.

Table 5
Dataset examples labelling.

ID Image Original status Pearson status

0 0 1
1 0 1
2 0 1
3 0 1
… … …

Table 6
Dataset to evaluate the proposed model, Ferreira et al. (2021).

Name Fake Real

Columbia Image Splicing Dataset 180 180
COVERAGE dataset 100 100
CelebA-HQ dataset e 8600
This person does not exist 120 e

100K-Faces-HQ Datset 8600 e

Flickr-Faces-HQ Dataset e 120

Total 9000 9000

Table 7
Technological components and tools.

Name Characteristic

Operating system Windows 11 Home 21H2
Processor i7-10875H CPU @ 2.30 GHz 2.30 GHz
Graphics card NVIDIA GeForce RTX 2070
Virtual machine VMware Workstation 16 Player
Ram Installed 4 GB
Operating system Ubuntu 64 bits
Processors 2
Python Python 3.9.7
R Version 4.1.3
Plataform x86-64-w64-mingw32/x64 (64-bit)
Distribution GNU Public License
Matlab Student - Individual

Table 8
Confusion matrix.

Positive Negative
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4.3.1. Hypothesis tests
The introduction of hypothesis testing in the context of

manipulated image detection allows us to Equation te a decision
rule to reject or not the statistical hypothesis based on our obser-
vations. The non-rejection of the statistical inference results from
insufficient evidence to reject it, not implying that it can be true,
hence the impossibility of claiming acceptance of the hypothesis.
The complete set of features extracted from the images in the
database was considered in the problem domain. Based on the
information gathered, whether the hypothesis is true, i.e., the im-
ages are manipulated, or the hypothesis is false, i.e., the images are
authentic.

The following notation is used.

C H0: null hypothesis, or the statistical hypothesis to be tested;
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C H1: alternative hypothesis generally represents the conjec-
ture to be proved.

The p-value is calculated, reflecting the probability of observing
a more unfavourable sample for the null hypothesis. In this sense,
when the calculated P-value is too small for a given value, the
probability of being a more unfavourable sample than the observed
one is small, and the initial hypothesis is rejected.

For the rejection or non-rejection of the initial hypothesis, the
significance level, called a, represents the probabilities that lie
outside the confidence intervals of a given distribution. The values
considered to be accepted and well documented by the literature
are 1%, 5% or 10%, Johnson (2013); Krzywinski and Altman (2013).
4.3.2. Evaluation metrics
Several metrics have been implemented for a correct evaluation

of the models implemented in this research, namely Precision (P),
Recall (R), F1-score (F1) and Accuracy (A), which were computed
based on the confusion matrix, consisting of 2 rows to accommo-
date the prediction classes, and two columns for the instances of
the real classes, Caelen (2017); Tharwat (2020), depicted in Table 8.

The positive classes refer to the manipulated images, and the
negative classes refer to the authentic images. The True Positives
(TP) refer to the events where the model correctly predicted the
existence of manipulated images. In contrast, the True Negatives
(TN) represent the events where the model predicted that the
images were authentic. Both False Positives (FP) and False Nega-
tives (FN) refer to events incorrectly predicted by the model, clas-
sifying authentic images as fake or fake images as genuine, Ferreira
et al. (2021).

1. Precision, given by equation (15), allows calculating the per-
centage of images classified as true, referring to authentic im-
ages that correspond to authentic images.

P ¼ TP
TP þ FP

(15)
2. Recall, given by equation (16), which allows calculating the
percentage of images classified as manipulated in the total
number of manipulated images present in the database.

R ¼ TP
TP þ FN

(16)
Positive TP FP
Negative FN TN
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3. F1-score, given by equation (17), allows to make measurements
between the accuracy and robustness of the classifier. It is often
nicknamed harmonic mean, because it works with inversely
proportional magnitudes and lies in the ½0:1� range.

F1 ¼ 2*
P*R
P þ R

(17)
4. Accuracy, given by equation (18), allows obtaining a percentage
determined by the quotient between the number of images
classified as genuine by the total number of images calculated as
genuine and manipulated.

A ¼ TP þ TN
TP þ TN þ FP þ FN

(18)

5. Results of experience-based research

This section describes and discusses the experiments madewith
the Bendford's model. After applying themodel to the set of images,
the correlation and p-value values were generated, enabling the
generation of the confusion matrix. Specific metrics such as accu-
racy, recall, F1-score, and processing time are also analysed.

5.1. Scenario 1 - dataset with 560 examples

The experiment analysed 280 authentic and 280 fake images for
a total of 560 images. In this experiment it was extracted 200 fea-
tures, then 500 and finally 1000 features, from each digital image.
Similar to what was done in Section 3.3, the aim is to check that the
dataset complies with Benford's law graphically.

Observing the graphics in Fig. 11, it is visible that there is no
change in the plotting between the curve produced by Benford's
law and the curve produced by the frequency of occurrence of the
digits, inferring that they are not affected by the number of features
extracted from the images. We can also see that the curves are
approximate, concluding that the dataset follows Benford's law.
This fact is all the more critical as other authors in line with
research carry it out, Wang et al. (2009); Singh and Bansal (2015).

However, the investigation is centred on a dataset composed of
authentic and manipulated images, which allows us to obtain prior
knowledge about the dataset. Graphically, the dataset complies
with Benford's law giving a false idea that the data present in it has
not been manipulated in any way. Therefore, from this moment on,
the investigation will be conducted by an image-by-image analysis
(Fig. 12), applying the models previously described in Section 3.3.

Tables 9e11 contain the results obtained after extracting 200,
Fig. 11. Comparison between the first digits extracted from the features of two i
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500 and 1000 features from the authentic and manipulated images
of the dataset, as well as the time processing for each model.

Comparing the average values obtained in Tables 9, 10 and 11, it
can be seen that the Pearson model produces the best accuracy,
61.67%, relative to the other models evaluated. The number of
misclassified images covering false positives and false negatives is
high. Compared to the Spearman and Cramer-Von Mises models,
the number of misclassified samples in the Spearman and CVM
models is low for false negatives but high for false positives; the
number of samples classified as manipulated when they were
authentic is relatively high. In this comparison, the model advo-
cated by Pearson proves to be more homogeneous, which can be
explained by the direct relationship between the variables under
analysis. As for the average accuracy, Pearson's model has the
highest value, as it can detect a more significant amount of
manipulated images compared to other models. Regarding recall
and F1-score metrics, all models are in the same line of action but
with better results for CVM. Compared to conventional machine
learning-based Ferreira et al. (2021) models, the current model falls
far short of the expected results. For example, the F1 score obtained
by Support Vector Machines reaches 99.8%, considerably higher
than the best result obtained with the same dataset. The research
was based on statistical models with no training data, limiting the
analysis only to the data extracted from each image.

Benford's law and the correlation methods explored are not
based on learning of previously trained data, as in machine
learning-based methods. A point in favour, and duly depicted in
Tables 9e11, concerns the execution time. Comparing the pro-
cessing times based on conventional machine learning models,
where the detection of manipulated images reached very high
running times (in some cases more than 6 h, Ferreira et al. (2021)),
the maximum obtained by the proposed models was 54 s when
extracting 40000 features. The results detailed in Tables 9e11, were
obtained at three key times based on the number of features
extracted from the dataset, namely 200, 500 and 1000.

For verification purposes, 3000 and 40, 000 features were also
extracted. The tests confirmed the trend in the results, where one
can conclude that the higher the number of features does not imply
in a better performance of the model.

A possible justification for these results, being worse than those
obtained by learning processes, is related to the number of images
being processed and how they were obtained. The extraction of the
characteristics of an image is performed from its pixels, and a
retouching process constitutes a manipulation. It may affect the
quantity and quality of the pixels. Therefore, it is essential that the
data can be obtained from the source devices (cameras, sensors)
and, in the case of forensic expertise, the characteristics of the
images can be safely extracted in laboratories built for this purpose,
mages and Benford's law using 200 features (left) and 500 features (right).



Fig. 12. Comparison of the curve constituted by the characteristics of each image with the curve of Benford's law.

Table 9
Results obtained after extracting 200, 500 and 1000 features from the images
dataset, using Pearson a ¼ 0.001.

TP TN FP FN PR RE F1 AC Time

200 167 179 101 113 0.6231 0.5964 0.6095 0.6179 0.509 s
500 168 177 103 112 0.6199 0.6000 0.6098 0.6161 0.564 s
1000 166 179 101 114 0.6217 0.5929 0.6069 0.6161 0.546 s
Mean 167 178 101 113 0.6215 0.5964 0.6087 0.6167 0.539 s

Table 10
Results obtained after extracting 200, 500 and 1000 features from the image dataset,
using Spearman a ¼ 0.001.

TP TN FP FN PR RE F1 AC Time

200 221 75 205 59 0.5188 0.7893 0.6261 0.5286 0.548 s
500 218 75 205 62 0.5154 0.7786 0.6202 0.5232 0.490 s
1000 218 75 205 62 0.5154 0.7786 0.6202 0.5232 0.477 s
Mean 219 75 205 61 0.5165 0.7821 0.6221 0.525 0.505 s

Table 11
Results obtained after extracting 200, 500 and 1000 features from the image dataset,
using CVM with a ¼ 0.001.

TP TN FP FN PR RE F1 AC Time

200 253 25 255 27 0.4980 0.9036 0.6421 0.4964 0.505 s
500 259 27 253 21 0.5059 0.9250 0.6540 0.5107 0.473 s
1000 254 28 252 26 0.5020 0.9071 0.6463 0.5036 0.478 s
Mean 255 27 253 25 0.5019 0.9119 0.6474 0.5035 0.485 s
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where the environment is appropriately controlled, preventing any
manipulation of the original images.
Fig. 13. Comparison between the curve resulting from Benford's law and the curve
produced by the total characteristics of all the images in the dataset.
5.2. Scenario 2 - dataset with 18000 examples

Similarly to what was carried out in Section 5.1, in the new
experiment it was analysed 9000 authentic images and 9000
manipulated images, for a total of 18000 images. The experiment
consisted in extracting 200, 500 and 1000 features. After a thor-
ough study of the results produced with the different significance
degrees, emphasis was placed only on the 0.001 significance degree
in the first scenario and 0.01 in the second scenario, as they
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produced the highest hit rate in detecting manipulated and
authentic images. The results described in Section 5.1 were
encouraging but insufficient to give a concrete answer on the need
and robustness of the model. Two important factors contributed to
this: a too-small dataset and many false positives. Therefore, it was
necessary to perform a more comprehensive investigation where
the dataset is larger.

In this new test scenario, several procedures were performed
(some already done in the previous experiments) to obtain new
answers that could validate the robustness of the model. Fig. 13
depicts the comparison of the dataset with Benford's law.

Fig. 13, suggests the existence of manipulations in the images in
the new dataset, so it becomes imperative to perform an analysis
with greater detail and depth to verify if the statistical models
(Pearson, Spearman and Cramer-Von Mises) previously used, allow
us to obtain an affirmative answer about which images were
manipulated.

Tables 12e14 contain the results obtained after extracting 200,
500 and 1000 features from the authentic and manipulated images



Table 12
Results obtained after extracting 200, 500 and 1000 features from the images
dataset, using Pearson a ¼ 0.01.

TP TN FP FN PR RE F1 AC

200 8529 7628 1372 471 0.8614 0.9477 0.9025 0.8976
500 8529 7686 1314 471 0.8665 0.9477 0.9053 0.9008
1000 8521 7674 1326 479 0.8653 0.9468 0.9042 0.8997
Mean 8526 7662 1337 474 0.8644 0.9474 0.9040 0.8993

Table 13
Results obtained after extracting 200, 500 and 1000 features from the image dataset,
using Spearman a ¼ 0.01.

TP TN FP FN PR RE F1 AC

200 5738 3411 5589 3262 0.5066 0.6376 0.5646 0.5083
500 5726 3453 5547 3274 0.5079 0.6362 0.5649 0.5099
1000 5751 3460 5540 3249 0.5093 0.6390 0.5669 0.5117
Mean 5738 3441 5559 3262 0.5079 0.6376 0.5655 0.5099

Table 14
Results obtained after extracting 200, 500 and 1000 features from the image dataset,
using CVM with a ¼ 0.01.

TP TN FP FN PR RE F1 AC

200 8333 4535 4465 667 0.6511 0.9259 0.7646 0.7149
500 8352 4572 4428 648 0.6535 0.9280 0.7669 0.7180
1000 8348 4573 4427 652 0.6535 0.9276 0.7668 0.7178
Mean 8344 4560 4440 656 0.6527 0.9272 0.7661 0.7169

Table 15
Benchmark results.

PR RE F1 AC Time

DFT with SVM 0.9965 0.9941 0.9953 0.9951 00:00:51
CNN 0.9970 0.9966 0.9968 0.9967 06:36:00
BL-Pearson classification 0.8644 0.9474 0.9040 0.8993 00:25:23
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from the new dataset. The processing time has been omitted, as it is
identical to the time obtained in scenario 1.

Comparing the average values obtained in Tables 12 and 13
and 14, we can deduce that the Pearson model is the one that
produces the best results in the two experiments performed,
obtaining the best accuracy, 86.44%, relative to the other models
(Pearson and Cramer-Von Mises). The number of misclassified
images, covering false positives and false negatives, decreased,
when compared to the previous experiment (Section 5.1), from
38.21% to 10.06%. Compared to Spearman's model, the number of
misclassified samples is relatively high for false negatives and false
positives, and the worst results were obtained compared to the
other models.

About the Cramer-VonMisesmodel, the number of misclassified
samples is high for false positives. About false negatives, it follows
the line played by the Pearson model. As for the average accuracy,
Pearson's model again presents the highest value, detecting a more
significant amount of manipulated images than other models.
Regarding the recall and F1-score metrics, Pearson's model offers
the best result with values above 90% in detriment with the results
obtained in the second experiment, where the CVM was better.

In this comparison, Pearson's model proves to be more homo-
geneous. Hence, the right choice for a correct classification of the
manipulated images can be explained by several factors, among
which we highlight the strong direct relationship between the
variables under analysis, the fact that Pearson's model is a para-
metric model with the need for the variables to be normally
distributed, as can be seen in Table 18, and the fact that the sample
present in the last dataset was sufficiently large, which led to a
considered increase in the accuracy of the results, Bonett and
Wright (2000); Cohen (2013). Compared to conventional machine
learning-based models, as can be seen in Table 15, Ferreira et al.
(2021), the current model, underpinned by Pearson's classifica-
tion model, rivals the results obtained by CNN and SVM-based
methods. The F1 score obtained by Support Vector Machines
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reaches 99.8%, while Pearson's model reaches 90.4%, slightly lower
than the best result obtained with the same dataset. The time factor
is added as the main rival of such machine learning-based models.

In the presence of new image manipulation methodologies,
machine learning-based models need the models to be re-trained,
leading to a considerable increase in analysis and classification
time. As the current model is based on statistical models, i.e.
without training data, the data analysis and classification are
limited only to the study of the data extracted from each image,
with a shorter response time suitable for a forensic investigation.

Besides being necessary, the results obtained by Pearson's
model are very encouraging but lack scientific confirmation. Thus,
it is imperative to perform a set of tests that will serve as qualifiers
of the association between variables under study, that is, between
the frequency of digits empirically defined by Benford's Law and
the frequencies of digits obtained by the extraction of the image
characteristics. Among the tests proposed and performed is the
homoscedasticity test, which checks whether the variances be-
tween the variables under study are equal, having been performed
by Bartley's test and reinforced by the ANOVA test, Hair (2009);
Levine et al. (2021).
5.2.1. Homoscedasticity between variables
The Bartlett test was used to study the homoscedasticity be-

tween the variables, which allows for checking whether the various
data samples have equal variances against the alternative hypoth-
esis that there are at least two variables with unequal variances.

The test statistic is given by Equation (19), Bartlett (1937).

T ¼ ðN � kÞ ln sp2 �
Pk

i¼1ðNi � 1Þ ln s2i
1þ

��
1

3�ðk�1Þ
��

�
��Pk

i¼1
1

Ni�1

�
� 1

N�k

� (19)

where.

C S2i is the ith group variance;
C N represents the total sample size;
C Ni is the size of each sample in the i-th group;
C k is the number of groups;
C s2p represents the pooled variance.

Test statistics:
H0: The frequencies with which digits occur in each image come

from a normal distribution with the same variance; the variables
are homogeneous.

H1: The frequencies with which digits occur in each image do
not come from a normal distribution with the same variance; the
variables are not homogeneous.

The existence of a p-value less than the significance level of 0.05
(standard value) allows rejecting the initial hypothesis in favour of
the alternative hypothesis. Finally, if the initial hypothesis is not
rejected, Bartlett's test proves that the variables are homoscedastic,
proving that the results are accurate.

Table 16, elucidates the homogeneity of the variables under
study, showing that they are homoscedastic. This fact is proven by
the p-value obtained 1, not rejecting the initial hypothesis.



Table 16
Bartlett's test results.

Image Columns Mean Std

… … … …

17995 9 0.1111 0.12059
17996 9 0.1111 0.07793
17997 9 0.1111 0.10284
17998 9 0.1111 0.11544
17999 9 0.1111 0.09089
18000 9 0.1111 0.10696
Pooled 162000 0.1111 0.09642

Bartlett's statistics 10185.2
Degrees of freedom 17999
P-value 1

Table 18
Test of normality on the occurrence of digits.

Lillieffors - normality test

Data Relative frequency
D 0.24104
P-value 0.1376
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Furthermore, as can also be seen in the same figure, the standard
deviation values are very close, reinforcing the equality of
variances.
5.2.2. Test for equality of means
To reinforce the results obtained by Bartlett's test, an analysis of

means was performed using the ANOVA analysis tool. This pro-
cedure aims to test whether the mean of the samples taken from a
given population is equal, as opposed to the fact that the samples
may have different means, Bartlett (1937).

The essential question we are confronted with at this point is
related to the need to investigate whether the results obtained by
including the Pearson model in the classification of images suffer
from any effect that may be sensitive, rendering the results invalid.
This way, we intend to determine if the population averages of all
images are equal or if there are differences between them. The
ANOVA model follows a structure in which the variability of the
results presents a central tendency with essential attributes that
must be verified. Among these attributes are the normality of the
results; the results are independent and give a null mean and
constant or similar variance (homoscedasticity verified in 5.2.1),
Erjavec (2011).

Test statistics:
H0: The frequencies with which the digits occur in each image

come from samples with the same mean.
H1: The frequencies with which the digits occur in each image

do not come from samples with the same mean.
As seen in Table 17, the p-value obtained by performing the

ANOVA test allows us to conclude that the mean of the samples is
significantly equal, not rejecting the initial hypothesis.

To validate the hypotheses of the ANOVA model, it is imperative
to demonstrate the normality of the data. To do this, we studied the
frequency with which the digits occur in their entirety dataset.

Test statistics:
H0 : X � Nðm; qÞ: Digit frequencies come from a normal

distribution.
H1 : X≁Nðm; qÞ: The digit frequencies do not come from a normal

distribution.
Table 18 shows that the frequency with which the digits occur in

the complete data set follows a normal distribution, duly confirmed
Table 17
ANOVA results.

Source SS df MS F Prob > F

Columns 0 17999 0 1.28184e-32 1
Error 1338.84 144000 0.0093
Total 1338.84 161999

14
by the p-value obtained (0.1376 > 0.05), not rejecting the initial
hypothesis.

We can conclude the integrity of the results obtained by Pear-
son's model through the normality test carried out, confirming the
results obtained by the homoscedasticity and equality of the av-
erages. Furthermore, these results showed that the frequency with
which the digits occur admits similar means and variations,
allowing us to conclude that the results obtained by the image
classification are adjusted to reality.
6. Conclusions and future work

This paper described the application of Benford's law to a
dataset containing authentic and manipulated digital images to
detect manipulated digital content. Initially, a set of features was
extracted from the images obtained by calculating the DFT for each
multimedia file, allowing the extraction of the first digit. Then, from
the vector of available digits, absolute and relative frequencies were
calculated, allowing the application of a set of statistical models
(Pearson, Spearman and Cramer-Von Mises) in the form of hy-
pothesis tests, whose aim was to create a mechanism to verify
whether a given digital image was authentic or manipulated.

To this end, correlations and P-values were calculated between
the relative frequencies obtained by the digits of the images and the
empirical frequency of Benford's law. This operation generated a set
of labels that classified the imageswith 1 in case theywere authentic
and 0 in case they were manipulated. Finally, the original labels of
the images and the new labels obtained from the statistical models
were compared, generating a set of valid results for further analysis.

A careful review of the most recent and up-to-date literature,
widely related to the problem domain, was carried out. Previously
existing works related to the topic under analysis address the
application of Benford's law to a dataset in its entirety (creating a
false illusion that it contains no manipulated images), not focusing
the investigation on the classification of each image andwhether or
not it was subject to manipulation.

In this paper, we investigated the individual classification of
each image to detect any manipulated images. Two scenarios,
created from various sources, were contributed for this research.
Two test scenarios were carried out: 1) 280 manipulated and 280
authentic images, for a total of 560 images; 2) c9000 manipulated
and 9000 authentic images, in a total of 18000 images.

The manipulated images underwent specific manipulations
such as splicing and copy-move techniques. The results obtained by
applying the probabilistic models took into account the existing
correlation between the frequencies of each digit obtained from the
characteristics of the images and the frequencies obtained by
Benford's law.

The performance evaluation between the three statistical
models employed was based on a set of performance metrics,
where some comparisons with machine learning approaches were
also calculated. The maximum F1 score attained was 90.40% for the
detection of manipulated images, very close to the results obtained
by other methods, such as CNN or SVM. However, the processing
time required for detecting manipulated images using these
methodologies far exceeds the time needed for the proposed
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model, where the worst time obtained was 0.548 s versus the 51s
using SVM, as documented in Ferreira et al. (2021).

Concerning the first experiment, increasing the number of im-
age features did not change the results obtained. Therefore, it is
concluded that the use of 1000 features, at most, is sufficient to
decide whether an image has undergone any manipulation.

Regarding the second experiment, increasing the number of
images in the dataset allowed for significantly improved results
obtained by comparisonwith the results of the first experiment. For
this improvement, the major contribution is given by the Pearson
model, and being a parametric model, it allowed a strong impact on
the results.

The calculation of homoscedasticity and the application of the
ANOVA model allowed us to conclude that both the means and the
variance deviation were in agreement with the frequencies ob-
tained by each image, attesting to the homogeneity of the sample. It
is inferred that the number of elements that constitute the database
will make it possible to obtain greater reliability of the proposed
model, to the detriment of the low number of elements, which will
sacrifice the model's sensitivity.

The possible causes for a lower performance of the proposed
model, in the first experiment, when compared with models based
on machine learning, are related to how the images were obtained,
in which the process of reducing an image affects the quantity and
quality of the pixels, the possibility of being in front of images with
low resolutions, the possibility that the FFT method used may
present some limitations or in the low sensitivity of the correlation
coefficients used.

In this study, it was demonstrated that the proposed model
attained better results in the presence of larger datasets, duly
confirmed by homogeneity tests between the variables under
study. It was also shown that the model based on Benford's law
should use parametric models for a correct classification of images,
to the detriment of non-parametric models where the worst results
were obtained.

The second experiment, Benford's law obtained better results
with the application of Pearson's model, with a decrease in false
positives from 38, 21% to 10, 06% by comparison with the first
experiment. The results are consistent with those obtained in the
first experiment for the Spearman model, where it can be
concluded that this model is not adequate to be used as a classifier
of image manipulation.

In the opposite direction, further research is necessary for
applying the Cramer-Von Mises model as a classifier of image
manipulation, as it allowed the detection of an extensive set of
manipulated images but obtained also a high number of false
positives. A possible solution is to obtain all the characteristics of
the image provided by the original data source and then apply the
mean absolute deviation from the averages that may arise.

Possible lines of research are: to employ Benford's Law based
models on the detection of anomalies, in general; to obtain more
digits from Bedford’ law; to process the complete digital image; to
investigate the benefits of using Fourier-Mellin transform to extract
features; and to apply new correlations such as the Monte Carlo or
the Kolmogorov methods.
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Abbreviations

A Accuracy
AI Artificial Intelligence
CNN Convolutional Neural Networks
DCT Discrete Cosine Transform
DFT Discrete Fourier Transform
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