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Abstract

The A pplication Service P rov ision  (A SP) m odel offers access to  centrally  m anaged and 

hosted  applications, v ia  the Internet, on a  subscrip tion  / rental basis. From  its inception 

in  the late 1990s, m any have heralded  the A SP delivery  m odel as the new  w ave o f  IT 

outsourcing. Initially how ever, uptake o f  the  A SP parad igm  failed  to  m atch  the hype, 

due in  no sm all part to  the de-valuation  o f  dot.com  share p rices in  early 2000, w hich  

caused the closure o f  num erous on-line service providers, and w hich eroded  the 

confidence o f  m any w ith  regard  to  renting application  access. H ow ever uptake o f  the 

A SP m odel is steadily  increasing (recent estim ates indicate spending on  softw are-as-a- 

service should  reach  $15.2 b illion  by 2007) and the em ergence o f  hosted  applications 

from  key industry players indicate that the delivery o f  softw are-as-a-service m ay  becom e 

an  increasing feature o f  softw are product releases. P resented  herein, is a fram ew ork, 

including the architecture and system  configuration required , to  ensure H igh A vailability  

and O ptim um  System  Perform ance in  an A pplication  Service P rovider (A SP) 

Envim om ent. This thesis contends that H igh A vailab ility  and Scalability  are becom ing 

increasingly im portant com ponents o f  overall system  architectures. For m any, 

application perform ance and cost-effective scalable p latform  configurations are 

em erging as the d istinguishing features for softw are solutions. The function  o f  m ost 

p roducts is w ell understood, and  w ell docum ented. T he A SP innovation  o f  hosting  the 

application  and m aking  it available to  end-users v ia  the  Internet, relies heavily  on  

scalability  and availability  considerations in  order to  deliver a  service w ith  sufficiently  

h igh perform ance levels. T his research  pro ject then, investigates the current state o f  

A pplication Service P rovision, and p roposes a  fram ew ork  fo r A vailability , Scalability  

and System  Perform ance that can  be used  by A SPs going forw ard. Furtherm ore, an  A SP 

prototype solution (B illing4R ent) provides the p latfo rm  on  w h ich  recom m endations 

arising  from  this research w ere im plem ented  and quantified.
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Chapter 1 Introduction and Thesis Structure

Chapter One: Introduction & Thesis Structure

This chapter in troduces the d issertation topic by outlin ing  A pplication  Service 

P rovision in  general, as w ell as a  b r ie f  in troduction  to  H igh  A vailab ility  and 

Scalability. Finally , an overview  o f  each o f  the  chapters o f  th is d issertation  is 

provided.

1.1 Introduction

Regardless o f  its continual rebranding; from  ‘ softw are-as-a-service’, to  ‘on-dem and’ 

com puting, and to  the  latest (2005) em bodim ent as ‘hosted  application m anagem en t’, 

the  A pplication  Service P rovision  (A SP) m odel offers m ultip le users subscription- 

based access to  centrally  m anaged and hosted  applications, v ia  the Internet. D ue to 

centralised  hosting, A S Ps provide access to  softw are on  a  one-to-m any basis. 

Consequently  the  cost o f  ow nership and m ain tenance o f  the  solution is shared by 

several clients, w hich  introduces enorm ous econom ies o f  scale for end users. D espite 

the initial hype, u ser uptake o f  the A SP m odel has b een  slow  to m aterialise. This can 

be attributed in  part to  the bursting o f  the  dot. com  bubble in  early  in  2000, w hich 

caused the closure o f  m any on-line service providers, and w hich  severely dented  the 

confidence o f  m any w ith  regard  to  renting app lication  access. H ow ever uptake o f  the 

A SP m odel is steadily  increasing. Indeed, som e o f  th e  largest players in  the softw are 

industry have recently  in troduced A SP offerings including M icrosoft (O ffice Live), 

G oogle (W rightly) and O racle (O racle O n  D em and). C urrent estim ates indicate 

w orldw ide spending on softw are-as-a-service (and associated softw are license 

revenue) should  reach  $15.2 b illion  by 2007 - m uch  low er than earlier predictions 

bu t substantial nonetheless.

1.1.1 Application Service Provider

A n A SP (A pplication Service Provider) is a  th ird  party  entity tha t deploys, hosts 

and m anages access to  a  packaged application  o r service, and delivers th is softw are

- 2 -



Chapter 1 Introduction and Thesis Structure

based service to  custom ers across a  w ide area netw ork, usually  from  a  central data 

centre. A pplications are typically provided  on a  subscrip tion or rental basis.

1.1.2 High Availability

H igh availability  refers to  a  system  or com ponent that is continuously operational 

for a  desirably long length  o f  tim e. A  fau lt-to leran t application 's goal is to  be 

available 24 x  7 x  365 to  m inim ize the poten tia l losses that w ill be  incurred  i f  the 

application suffers dow ntim e. A vailab ility  can be m easured rela tive to  ‘ 100% 

operational’ o r a  ‘never failing’ system . A n ideal, b u t d ifficult to  obtain standard  o f  

availability fo r a  system , w ould  be 99.999%  availability. D ow ntim e o f  a  system  

usually  affects custom ers and w ill have a  drastic  effect on the com pany's im age or 

profitability.

1.1.2.1 Failover

Failover is a  backup operational m ode in  w hich  the  functions o f  a  system  

com ponent (such  as a processor, server, netw ork, o r database) are taken  over by 

secondary system  com ponents w hen  the prim ary com ponent becom es

unavailable th rough  either failure o r scheduled dow n tim e. U sed  to  m ake system s

m ore fault-tolerant, failover is typically  an integral part o f  m ission-critical 

system s that m ust be constantly  available. The procedure involves autom atically  

offloading tasks to  a  standby system  com ponent so that the  procedure is as 

seam less as possib le  to  the end user. Failover can apply to  any aspect o f  a  

system.

1.1.2.2 Disaster Recovery

D isaster recovery, or D isaster R ecovery  P lan  (D R P) - som etim es referred  to  as 

‘business continuity  p lan ’ (BCP) - describes ho w  an  organization deals w ith 

potential disasters. Just as a d isaster is an event tha t m akes the  continuation  o f  

norm al functions im possible, a  d isaster recovery  p lan  consists o f  the precautions 

taken  so th a t the effects o f  a  d isaster w ill be  m inim ized, and the  organization  w ill 

be  able to  e ither m ain tain  or quickly resum e m ission-critical functions. Typically, 

d isaster recovery  p lanning involves an  analysis o f  business processes and 

continuity  needs; it m ay also include a  significant focus on  d isaster prevention.
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Chapter 1 Introduction and Thesis Structure

D isaster recovery is becom ing an  increasingly  im portant aspect o f  enterprise 

com puting. A s devices, system s, and netw orks becom e ever m ore com plex, there 

are sim ply m ore th ings tha t can go wrong. A s a  consequence, recovery  plans 

have also becom e m ore com plex. C urrent enterprise system s tend  to  be  too 

com plicated for sim ple and hands-on  d isaster recovery  approaches, how ever, and 

interruption o f  service or loss o f  data can  have serious financial im pact, w hether 

directly o r th rough  loss o f  custom er confidence. D isaster recovery  p lanning  m ay 

be developed w ith in  an organization o r purchased  as a  softw are application  or a  

service. It is no t unusual for an  enterprise to  spend 25%  o f  its Inform ation 

Technology (IT) budget on  disaster recovery.

1.1.3 Scalability

Scalability  is the ability  o f  a  com puter application  o r product (hardw are or 

softw are) to  continue to  function appropriately  w hen  it (or its context) is changed 

in  size or vo lum e in  order to  m eet new  user needs. In  m ost cases, the rescaling is to  

a  larger size o r vo lum e to  accom m odate larger vo lum es o f  users and processes to  

use a  system . Scalable system s should  no t only  function  w ell in  the  rescaled 

situation, bu t also take fu ll advantage o f  it. For exam ple, an  application  program  

w ould  be scalable i f  it could  be m oved from  a  sm aller to  a  larger operating system  

and take fu ll advantage o f  the larger operating system  in  term s o f  perform ance 

(user response tim e and so forth) and the larger num ber o f  users tha t could be 

handled.

1.2 Research Contribution

Thesis title: ‘A Framework fo r  H igh Availability and Optimum System
Performance in an Application Service Provider (ASP) Envirnoment ’

The aim  o f  this p ro ject is to  develop a fram ew ork, w hich  includes the architecture 

and system  configuration required, to  ensure H igh  A vailability  and O ptim um  System  

Perform ance in  an  A pplication  Service P rovider (A SP) Envirnom ent. This thesis 

investigates the current state o f  A pplication  Service P rovision, and  proposes a  

fram ew ork fo r A vailability , Scalability  and  System  Perform ance tha t can  be  used  by
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A SPs going forw ard. The A SP solution, Billmg4Rent, w ill provide the real w orld 

p latform  on  w hich  any recom m endations o r proposals arising  out o f  the  body o f  

research w ill be im plem ented and a llow  the  research  to  be  objectively  analysed and 

quantified in  a  real w orld  environm ent.

1.3 Structure of Thesis

The rem ainder o f  th is docum ent is structured as follow s-:

Chapter Two -  describes the research  fram ew ork  used. This includes a 

descrip tion o f  the background o f  the B illing4R ent p ro jec t (the real w orld  A SP 

p latform  on  w hich  any recom m endations w ill be im plem ented), the research 

m ethodology, as w ell as the research  objectives.

Section Two -  Literature and Technology Review

Chapter Three — review s the current literature available in  the general area o f  

A pplication  Service P rovision. T his chapter w ill provide an  insight into the 

origins o f  A SP; i t’s evolution over the years; the advantages /  disadvantages 

o f  the A SP m odel; analyst p red ictions fo r the  A SP paradigm , as w ell as the 

various types o f  A SPs currently  serving the  m arket.

Chapter F o u r  -  review s the  curren t literature available in  the general area o f  

H igh  A vailab ility  and Scalability. This chapter prov ides an  in troduction  to 

H igh  A vailab ility  in  general, h ighlighting  the h istorical reasons fo r designing 

H ighly  A vailable system s. A n  outline o f  the m etrics and  benchm arks used  to 

evaluate availability  as w ell as desired  levels o f  availability  is discussed. The 

consequences o f  server dow ntim e, and h igh  availab ility  p lanning  w ill also be 

highlighted. In  addition, Scalability  (and  scalability  drivers) is discussed. The 

various types o f  scalability, as w ell as the  architectures and design  principles 

are also covered. Finally, an  outline o f  clustering, load  balancing  and D isaster 

R ecovery, and their im portance w ith in  an  A SP environm ent is exam ined.
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Section Three -  Research Contribution

Chapter F ive — th is chapter details an  A SP solution (B illing4R ent) w h ich  w ill 

provide the  real w orld  p latform  on  w h ich  any recom m endations o r proposals 

arising ou t o f  the body o f  research  w ill be  im plem ented  and a llow  the 

research  to  be objectively analysed and quantified. C hapter five also 

describes the  proposed  A SP fram ew ork  fo r B illing4R ent. The architecture o f  

A vailab ility  and Scalability  is detailed  here.

Section Four -  Research Evaluation

Chapter S ix  -  th is chapter provides a  substantive evaluation  o f  the  proposed  

fram ew ork  and how  it perform s in  com parison w ith  accepted  industry 

benchm arks. The evaluation  considers the  real w orld  im plem entation  

(B illing4R ent) discussed in  the  prev ious chapter.

Chapter Seven  — th is chapter details the  conclusions o f  th is  research  project. 

It also identifies avenues o f  possib le  fu ture research  th a t arise from  this 

project.

A  Bibliography, a  List of Acronyms used  in  the Thesis, as w ell as a  num ber o f  

Appendices fo llow  C hapter N ine.
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Chapter Two: Research Background & 
Methodology

This chapter details the background to  th is body  o f  research  (i.e. the developm ent o f  a  

fram ew ork fo r A pplication  Service Providers) in  order to  achieve O ptim al System  

Perform ance and H igh  A vailability. The proposed  fram ew ork  is then  im plem ented in  a 

real w ord  solution (B iling4R ent) w h ich  allow s objective analysis o f  the  fram ew ork  

w ithin a  live production  environm ent.

2.1 Background

The follow ing abstract and background m aterial is reproduced  from  the  Enterprise 

Ireland ‘Innovation Partnerships - C om pany / Third  Level C ollege C ollaboration for 

N ew  P roduct /  Process D evelopm ent’ [1] proposal docum ent. The proposal w as 

subsequently  approved, and w as g iven  the  title  ‘B illing4R ent - The A SP H osted  B illling  

Service’ (Project Code: IP-2004-333).

Abstract
“The Billing4Rent project w ill analyse, design and  implement a highly innovative 

billing solution fo r  communications providers. The solution w ill be realised using  

Application Service Provider (ASP) technology, enabling tier 3 and 4 network  

operators, content providers, service aggregators and other genres o f  service 

providers to access state-of-the-art billing functionality on a subscription/rental 

basis.

The pro ject partners, ADC, WIT and GMTT, have identified a unique and  

innovative way o f  overcoming these barriers. The approach w ill harness the 

functionality provided by A D C ’s flagsh ip  Singl.eView^ product, which will

f  At the time of the Billing4Rent project proposal (circa May 2004), Singl.eView was an ADC product. 

However on 4th June 2004 - Intec Telecom Systems announced the acquisition of ADC’s 'Singl.eView' 

retail billing software division for $74.5 million.

- 7 -
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be enhanced to provide the core o f  an A SP  billing service providing the 

flexibility, ease-of-use, architecture and business model required by the intended  

customer base. The results o f  the project w ill provide a fu l l  solution to an 

underserved target market and, in doing so, w ill provide a major boost to 

Ire land’s competitive positioning in both the billing and the communications 

industries. The Billing4Rent A SP  billing service w ill enable providers to enter the 

market by offering an affordable, effective billing solution

Background

“The tier 1 and 2 billing m arket is today dom inated by fiv e  product vendors: 

Amdocs, Convergys, CSG Kenan, Portal and ADC, with Am docs and Convergys 

being in a dom inant market position  due to their relatively larger revenue 

earnings. A  large number o f  additional vendors compete fo r  specific market 

niches such as adjust rating, inter-connect rating, content rating and pre-paid  

services support.

The ongoing rollout o f  3G networks and  increasing deregulation o f  the w ired  

telecommunications market is fostering  a very dynamic services and application  

market p lace involving a large number o f  creative and innovative SMEs. Such  

SM Es require billing solutions to allow them to capture their share o f  the 

revenue and to break down existing entry barriers to markets. Hence, the pro ject 

partners have identified a significant underserved market -  provision o f  

outsourced billing solutions fo r  tier 3, 4 and  5 mobile and  w ired operators, 

content providers, service aggregators and other genres o f  service providers. 

Hence, the pro ject partners have identified a significant

underserved market -  provision o f  outsourced billing solutions fo r  tier 3, 4 and 5 

mobile and w ired operators, content providers, service aggregators and other 

genres o f  service providers. The lack o f  effective, affordable outsourced solutions 

has prohibited a lot o f  these entities fro m  entering the market on their own terms 

and has, in a lo t o f  cases, allow ed them to be exploited by the larger network  

operators who perform  billing on their behalf.

The solution proposed  here is to create a robust online billing service that could  

be shared by these entities, hence m aking it more affordable. Such a solution can

- 8 -
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be assembled using A SP  technologies fo u n d ed  on the third generation o f  

distributed component technologies — HTTP based transport, XM L interchange 

using SOAP and contract based management using WSDL.

A key differentiating fac to r  o f  the Billing4Rent A SP  service w ill be that its core 

(the M usketeer platform ) w ill incorporate core components o f  A D C ’s highly  

successful Singl.eView dynamic transaction m anagement platform. In addition  

the service w ill provide customers with the option o f  utilising innovative dynamic 

tariffing schema which can vary the charges applied fo r  service usage based on 

service usage information.

This Innovation Partnership w ill address a number o f  research and technical 

challenges required to leverage the functionality o f  Singl.eView in an innovative 

ASP  billing solution to target the tier 3/4 operator and communications service 

provider market. The pro ject partners recognise that an ASP billing solution w ill 

need to offer an end-to-end solution that supports a low cost o f  usage fo r  target 

customers. The major areas o f  innovation required to realise this vision include:

•  Creation o f  intuitive user interfaces fo r  configuration o f  the service;

•  Creation o f  innovative tariffing schema design tools;

•  Strategies to address A SP  perform ance and security issues.

The Telecommunications Software & Systems Group (TSSG) at WIT has 

researched the area o f  on-line (ASP) billing through a number o f  European  

Commission and E l  fu n d e d  projects and has developed a prototype “Rating  

Bureau Service ” (RBS) that addresses some (but not all) o f  the needs o f  an ASP  

billing solution. Both TSSG and  G M IT have significant experience in creating  

A SP  type services using web services and sim ilar technologies. A D C  will 

contribute market research, industry experience, software integration, training, 

partner relationships and  core components o f  Singl.eView to the project. 

Together the proposal parties w ill create a partnership to apply their expertise to 

create an innovate ASP billing solution.
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A D C  see the opportunity fo r  the results o f  the pro ject to be fe d  into a start-up  

organisation called Billing4Rent. A D C  is currently discussing the possib ility with  

an a external third party  w ith an interest in commercially exploiting any viable 

results arising out o f  the partnership, who w ould  create the company and bring  

together a team and fund ing  to exploit the results o f  this pro ject and launch the 

A SP  billing solution. This external third party  may also p la y  a critical mentoring  

and advisory role throughout the lifetime o f  the pro ject to ensure that he can sell 

the ASP  billing service that w ill emerge. For their p a r t A D C  see Billing4Rent as 

a potentia l channel to address a focussed  market. The TSSG has an opportunity 

through this initiative to fu rther develop its online porta l billing IPR fo r  

exploitation by ADC.

A D C  is currently working with industry partners, G M IT and Enterprise Ireland  

on a High Performance Commercial Computing initiative to address the business 

challenge o f  selling, delivering and supporting always on, highly scalable 

solutions fo r  Operational and Business Support systems targeted a t the 

communications and content industry. This pro ject w ill support this initiative 

building on the highly successful ASP model to provide a very large centralised  

solution that w ill serve as a p ro o fp o in t fo r  the industry.

In summary, the Billing4Rent solution w ill target the innovative builders o f  the 

new economy, the new smaller communications providers, competing in the 

deregulated m arket and the new economy digital media companies building a 

new market around content. Specifically Billing4Rent w ill prove to be a critical 

service fo r  new entrants that w ill emerge as p a r t o f  the E U  enlargement process. 

I t  is important to note that a major problem  fo r  these new companies is the 

ability to bill fo r  the delivery o f  their products and services. Billing4Rent w ould  

thus not only create new value fo r  Ireland but also support the development o f  

existing Enterprise Ireland IC T  companies.”
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2.2 L im itin g  F a c to rs

The au thor acknow ledges the  im portan t role security  plays in  achieving h igh  levels o f  

availability  w ith in  an  A SP m odel. R obust security  policies and plans (e.g. data  

encryption and strong passw ords) ensure that unauthorised  persons do no t gain  access to 

the  A SPs system s fo r the purpose o f  p ilfering / corrupting data, or com prom ising the 

availab ility  o f  the service. It is w orth  noting tha t the  B illing4R ent p ro jec t p roposal 

identified  tw o areas o f  research  relevant to  the A SP m odel. O ne o f  these areas w as 

security, w ith  the o ther being:

“P e rfo rm a n c e : The huge increase in the volume o f  m etering data associated  

with emerging IP-based services, together with the necessity fo r  real-time 

processing to accommodate prepaid  service provision, p laces stringent 

perform ance requirements on billing components. The adoption o f  an A SP  model 

introduces particular perform ance issues relating to the transfer o f  information  

to an externally hosted billing service, using web service technologies. A  careful 

analysis o f  these issues w ill be carried out to ensure that the M usketeer platform  

can meet performance targets, especially in prepa id  scenarios .”

It is recognised in  the p ro ject proposal that although  the  areas o f  security and 

perform ance have several com m onalities, each is d istinctly  d ifferent from  the other. 

A ccordingly, th is thesis focuses on  O ptim al System  Perform ance and, consequently, 

security-only concerns and p lans are beyond the scope o f  th is dissertation.

2 .3  R e se a rc h  M ethodo logy

The principal research  objective is to  design a  fram ew ork  / architecture, fo r an  A SP 

so lu tion  tha t is H ighly A vailable, Scalable, M aintainable, and perform s optim ally  w ithin 

a  p roduction  environm ent. The steps involved in  achieving th is objective are sum m arised 

as follow s:

•  The com pletion o f  a com prehensive literature rev iew  to fu lly  understand the 

nature o f  A pplication  Service Providers in  general, and H igh A vailab ility  in  

particular. The know ledge gained  from  th is phase  o f  the  p ro ject served as a  solid  

theoretical basis fo r the design o f  the deploym ent architecture for the

- 11 -
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B illing4R ent A SP. In particular, acclaim ed tex tbooks, research papers and 

Internet w ebsites dealing w ith  A pplication  Service Provision, H igh A vailability  

and Scalability w ere studied and evaluated to  ensure tha t any decisions arising 

ou t o f  the literature rev iew  w ill be fo llow ing  best practices and  industry  

standards.

•  T he com pletion  o f  a com prehensive technology rev iew  to evaluate the latest 

developm ents and advances in  technologies relevan t to  A pplication  Service 

Provision. In  particu lar the  design, im plem entation  and deploym ent o f  H ighly  

A vailable solutions w as studied and evaluated. The know ledge gained from  this 

phase o f  the pro ject m ean t that technical design  decisions taken  at later stages o f  

the  project w ere based  on  best practices as ev idenced  in  current technology 

standards.

•  A  form al proposal fo r the deploym ent architecture necessary  fo r the  B illing4R ent 

A SP w ill be m ade, reflecting the lessons learned  from  the literature and 

technology rev iew  phases o f  the project. The proposal w ill incorporate the 

design, defin ition  and deploym ent o f  the B illing4R ent A SP, in  order to  m eet the 

criteria  o f  H igh  A vailability , Scalability  and O ptim al Perform ance.

•  The design and efficien t im plem entation o f  a  deploym ent architecture based  on  

the  above form al proposal. A n evaluation o f  the effectiveness o f  the proposed  

B illing4R ent deploym ent architecture w ill also be carried  out. This step w ill 

involve a  critical and com prehensive evaluation  o f  the  B illing4R ent A SP against 

accepted criteria  fo r H igh  A vailability , Scalability  and O ptim al System  

Perform ance in  an  A SP environm ent.
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Chapter Three: Application Service Provision

Increasingly, the defining characteristic o f  In ternet era  softw are is tha t it is delivered 

as a service, no t as a  p roduct [2]. This new  delivery m odel is know n as Application  

Service Provision. This chapter w ill provide an  overv iew  o f  A pplication  Service 

Provision, and w ill include a  rev iew  o f  the  orig ins o f  A SPs. A  com prehensive 

evaluation o f  recent research  literature and industry  analysis reports prov ides an 

indication o f  the  state o f  the  A SP sector, as w ell as the  various types o f  A S P  players. 

The benefits associated  w ith  adopting an  A SP solution are discussed, along w ith  the 

draw backs. The follow ing areas w ill be addressed:

•  A n in troduction to  A pplication  Service P rov ision  in  general, ou tlin ing  the 

historical reasons fo r the existence o f  this application  outsourcing option. 

Industry analyst p redictions w ith respect to  the  application  outsourcing option 

w ill also be discussed.

•  A n outline o f  the advantages o f  the  A SP m odel, from  the provider, and the 

end-user perspective. The various types o f  A S P s - and the m arket segm ents 

they  occupy - w ill be discussed. This section w ill also h ighlight the  obstacles 

and inhibitors to  A S Ps serving a  larger segm ent o f  the business com m unity.

•  The five d istinct types o f  A SP offerings identified  in  the literature w ill be 

exam ined and  a com m ercial exam ple o f  each type w ill be  identified.

3.1 A S P  In tro d u c tio n

A pplication Service Providers (A SPs) are defined  by the  Inform ation T echnology 

A ssociation  o f  A m erica  (ITA A ) as: “A ny ‘fo r  p r o fi t’ company which provides 

aggregated information technology resources to subscribers /  clients remotely via 

the Internet or other networked arrangem ent” [3]. The term  ‘A S P ’ is slow ly being 

superseded by term s such  as ‘Softw are-as-a-Serv ice’ (SaaS), and ‘on  dem and’ [4],
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[5], as w ell as its latest em bodim ent (2005) by the In ternational D ata  C orporation  

(ID C) as ‘hosted  application m anagem ent’ [6]. H ow ever, w hat does rem ain  

unchanged is the underly ing principal o f  ren ting  softw are services v ia  the  Internet. 

A n A SP w ill typically  be responsible for hosting and  deploying the application  or 

service, as w ell as its day-to-day m anagem ent thereafter. A SP revenues typically  fall 

into tw o m ain  categories: start-up fe e s  and usage fe e s  [7]. Start-up fees encom pass 

any integration, tra in ing  o r custom isation activ ities requ ired  to get a  custom er setup 

for an A SP services. U sage fees are an im portant aspect o f  A pplication  Service 

P rovision  as users are charged only  for the po rtion  o f  an  application they  actually  

use. W ith  an  estim ated 60%  o f  an application not accessed during typical usage [8], 

per usage billing  could am ount to  a considerable saving fo r an organisation.

H eralded by  m any as the  th ird  w ave o f  IT outsourcing, the  A SP business m odel cam e 

to prom inence during the late 1990’s. W hile the term  ‘A pplication  Service P rov ider’ 

m ay  be relatively  new , the  concept o f  application hosting  dates back  to  the  1960s. A t 

that tim e, m any custom ers could no t afford  expensive m ainfram es, and sourced 

business applications th rough  the first w ave o f  outsourcing, called  time-sharing  [9]. 

C om m ercial organisations and educational institu tions to o k  turns ren ting  m ainfram e- 

processing capabilities. A ll the processing capacity, as w ell as the  m em ory  and disk 

storage resided  on  the  m ainfram e. A  ‘dum b term ina l’ — the term inals d id  no t do any 

th inking or processing - relayed m essages to  and from  the  m ainfram e. This allow ed 

users to access applications online on a  pay-per-use basis as an  alternative to 

purchasing and m ain tain ing  expensive and  com plex  softw are a t each  com pany’s 

physical site.

H ow ever there w ere problem s w ith the m ainfram e/tim esharing  approach. This w as 

due for the m ost part to  availability; for exam ple i f  too  m any people  w ere connected 

to  the m ainfram e a t the  sam e tim e, the response w as o ften  slow  [10], D uring the late 

1960s and 1970s, the  advent o f  m inicom puters drove hardw are costs low  enough to 

ju stify  custom er ow nership  and control o f  assets. The early  1980’s saw  the advent o f  

client/server com puting. The Personal C om puter (PC ) allow ed users to  perform  

m uch o f  the processing  load  at their desks. G iven  that they w ere the  only one 

accessing the processing  pow er o f  their PC , users d id  no t encounter the slow  

response tim e synonym ous w ith  tim esharing  o r concurrent usage. O ver tim e
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how ever, IT  m anagers becam e aw are th a t large applications installed  on  users 

m achine w ere no t being  u tilised  on  an  ongoing basis. E nterprises spent large am ounts 

o f  m oney on  licences fo r softw are tha t rem ained  unused  fo r large periods o f  tim e. 

Consequently, tow ards the  end o f  the 1990’s, organisations took  the opportunity  to 

outsource their IT  app lication  needs to  an  A pp lica tion  Service Provider, w ho w ould  

charge them  on  a  per-usage basis. The 180-degree turnaround from  client/server 

com puting back to  centralised  com puting w as com plete.

In  addition  to  organisations becom ing m ore enthusiastic  about outsourcing  IT 

applications, and  the  em ergence o f  application  hosting  com panies, the final elem ent 

required for greater A SP adoption w as the  acceptance o f  the In ternet B row ser as the 

new  application interface. D ue to  the  advent o f  the  W orld-W ide W eb during the 

1990s, w hen  the  In ternet evolved from  being  a lm ost entirely  unknow n outside 

universities and corporate research  departm ents, to  becom ing an alm ost-ubiquitous 

aspect o f  m odem  inform ation  system s, the usage ra te  o f  the  In ternet has increased 

exponentially  - resulting  in  users becom ing increasingly  fam iliar w ith  perform ing 

m any tasks and procedures v ia  their W eb B row ser. F igure 3.1 sum m arises the 

essential A SP com ponents (A dapted from  [11]):

A  com m on A SP fram ew ork  is the n-tier architecture. N -tie r architecture refers to  an  

application w ith  at least a t least 3 ‘log ica l’ layers: u ser interface, functional logic (i.e. 

business rules), d a ta  storage and data  access. N -tier application  architecture provides 

a  m odel for system  designers, architects and developers to create flexible and 

reusable applications. Splitting  applications in to  tiers allow s easier m odification  or 

additions rather than  have  to  rew rite the entire  application, as each  tie r is developed 

and m aintained as an  independent m odule. T his allow s the  m odules to  be upgraded

- 1 6 -
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or replaced independently  as technology o r app lication  requirem ents change. A  

particular advantage to  the n-tier architecture is scalability  should an  A SP decide to 

cater fo r increased w orkloads. A  th ree-tier A SP architecture is show n in  F igure 3.2 

(adapted from  [12]).

C l i e n t  C l i e n t  C l i e n t

P r e s e n t a t i o n
L e v e l

C o n t e n t  L e v e l

\

i H P P P  S e r v e r
4

U T\ 0 G 0 G « 0 G \J <
A S P P o r t a l A p p l i c a t i o n  S e r v e r

D a t a  & S e r v i c e  Ç A S  P P r o v i d e r
L e v e l  [ s i l l i n g I n v e n t o r y R D B M S I

Figure 3.2: n-tier ASP Architecture

The th ree-tier architecture is m ade up  o f  the fo llow ing  com ponents:

Presentation: This layer is concerned  w ith  displaying data  to  the

user, and accepting data  from  the user — it represents

the ‘look  and fee l’ o f  the  A SP. U sers use a  th in  client

(i.e. a  W eb B row ser) to  interface w ith  the  A SPs w eb 

offerings.

Content: This layer is concerned w ith  B usiness Logic, and is

usually  pow ered  by an  A pplication  Server. The 

integrity  o f  the data  is verified  before it is added to  the 

database, or is displayed for the end-user. T his tie r w ill 

drive the R elational D atabase data queries, updates, 

and transactions.

Data: The data  tie r is the layer tha t m anages the  persistence

o f  A SP inform ation  - da ta  m anipulation  perform ed by 

the A SP w ill be carried  out at th is tier. A  R elational 

D atabase is com m only used at th is tier.

- 17-
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3.2 Analyst ASP Predictions

Many ASPs entered the market in the latter years o f the 20th century, but struggled to 

stay afloat due to a number o f factors: the large amount of competition, service 

offerings that were poorly conceived, and the economic downturn after the dot.com 

bubble burst in the early years o f the 21st century. As a microcosm o f the ASP boom 

and bust cycle, the ASP Industry Consortium began with 25 members in 1999, and 

boasted more than 300 by the middle o f 2000 [13]. However by November 2001, the 

ASP Industry Consortium met the very fate o f many o f its members -  it was taken 

over by the Computing Technology Industry Association (CompTIA). Therefore, 

analyst predictions and expectations with respect to the growth o f this new e- 

business model have not been realised, and in some cases, varied dramatically:

•  In 1999, Deloitte Research estimated that ASP revenue would reach $48.5 

billion by 2003 [14].

•  By 2001, IDC estimated that ASP revenue would reach $24 billion by 

2005 [15].

•  Also in 2001, Gartner estimated that ASP revenue would reach $25.3 

billion by 2004 [16].

However the collapse o f dot. com shares prices in April 200 and the subsequent 

decline in global IT spending resulted in analysts revising down their earlier 

predictions: In 2002 IDC estimated that ASP revenue would reach $7.7 billion by 

2004 [13]. Also in 2002, Desai et al [17] predicted that only 40% o f ASPs created 

before 2001 would survive in their initial form until mid 2002. A follow-up 

investigation in 2003 showed accuracy o f this prediction: o f the 424 companies 

reviewed in the study, 203 had failed, 40 had been acquired and eight had merged. 

Only 173 companies out o f 424 were surviving -  just 40.8% [18].

In 2004, actual worldwide spending on software delivered as a service only reached 

$4.2 billion, which, although up 40% from 2003 [19], was still a long way short of 

earlier figures. Although the ASP paradigm is slowly beginning to realise its
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potential, as o f 2004, software revenue derived from ASP delivery accounted for 

only 3%-to-5% o f all software revenue [81]. Consequently the most recent prediction 

from the IDC (2005) forecasts that revenue from software-as-a-service would reach 

$10.7 billion by 2009 [19].

3.3 ASP Advantages

There are many suggested benefits to the ASP model [10], [11], [17], [20], [21], [22], 

[23], [24], [25]. ASPs by definition provide application/service access to multiple 

users/subscribers on a rental or subscription basis. This one-to-many application 

delivery method affords huge Economies o f Scale to ASP users. In economic terms, 

Economies o f Scale are achieved when the average cost o f producing a product 

diminishes as each additional product is produced, as the fixed costs are shared over 

an increasing number of products -  i.e. the cost per unit made declines with the 

number o f units produced [26]. The Economies o f Scale inherent in the ASP business 

model allows the ASP to operate a secure, reliable data centre at a lower cost per user 

[20]. Indeed, analyses o f ASP cost savings have borne this out. One finding by Miley 

[27] suggests the cost savings to be in the order o f 20% to 50%, while 14% of 

respondents in one survey by the Information Technology Association o f America 

(ITAA) [28] placed the cost savings at between 51% and 100%.

Due to the global nature o f the Internet, companies have a extensive choice as to 

which ASP offering worldwide they can choose, regardless o f national borders or 

time zones. In a typical ASP service encounter, applications are transmitted to the 

user machine over a network using a variety o f thin client models [20]. Thin Client 

Networking refers to any network in which the lions share o f all application 

processing takes place on a server, instead o f a client, with little in the way o f local 

processing power [29]. Typically, the local client interface is a Web Browser. Web 

sites were traditionally the home of static content, but they now host live applications 

with increasing frequency. The Web Browser interface has advantages for both the 

ASP and the end user, as can be evidenced in the removal o f the installation 

procedure. From an ASP perspective, installation o f software via a Web Browser 

eliminates the expense o f having to provide installation support, whereas end users
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benefit by eliminating the need to employ expensive administration staff to operate 

complex software installations [11]. From an ASP perspective, the inconvenience 

and expense o f an offsite client installation is eliminated as software can be used 

immediately. Users do not have to worry about compatibility with their existing 

legacy systems, or whether their system is powerful enough to run online software, 

as access to the ASP offerings is via a Web Browser.

The ASP delivery model reduces an ASPs software release and distribution 

overheads enormously. Because applications are transmitted to the user machine over 

a network, this eliminates the need to print manuals, press disks, create packaging, 

manage stock and operate a stock return policy. The network-centric delivery model 

allows the ASP service provider to produce instant upgrades, bug fixes, and new 

features to the software without the user having to discover (or be notified), 

download and install the upgrades. From a support viewpoint, a knock-on effect 

would be the consistent user base; users will all be using the same version o f the 

software, so the ASP does not have to support different versions and release levels. 

Additionally, given that the bulk o f the processing resides on the server, this reduces 

software piracy, as unscrupulous users cannot copy and distribute the full version o f  

the software.

ASPs will generally facilitate reduced down time, as service providers will be better 

equipped to provide 24/7 availability, and at a lower cost. The cost o f this expertise 

is significantly lower, due to the cost being spread among multiple users. Kern, et al 

note that the ASP outsourcing model reduces a users need to retain in-house skilled 

IT professionals [21]. Because the ASP usually has more expertise in technology 

forecasting and a larger customer base, it can usually make better technology 

investment decisions than customer organisations that are not IT specialists [20]. 

ASP outsourcing also gives the enterprise the flexibility to change direction without 

losing major IT investments [10], whereas the pricing model o f ASPs enables 

predicable and controllable usage and application costs [21].

An ASP has the advantage o f distributing the cost o f  surplus capacity across several 

organisations [22]. Because the ASP can constantly monitor usage, it is able to 

evaluate the features used most often, identify any features that cause the user
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problems, and any features that can be streamlined to increase productivity [11]. The 

ASP benefits from knowing it has a constant revenue stream -  it is not necessarily 

under pressure to deliver annual releases to generate revenue [11].

3.4 ASP Growth Inhibitors

There are several hypotheses put forward as to the reason for the slow take up of the 

ASP model. Firstly, one o f the main reasons cited was the ASP users loss o f control 

of IT functions and their management [17], [21]. Many organisations are reluctant to 

become increasingly reliant on external suppliers, where they have little or no input 

in how their IT operations are managed. In the early days, users were reluctant to 

adopt the paradigm, mainly due to lack o f understanding o f the ASP model. As with 

all emerging technologies, many organisations decided on a ‘wait and see’ policy, 

whereby a decision would be made on ASP adoption once the embryonic nature of 

the ASP marketplace had taken a proper shape. Due to the large mortality rate of 

early ASP players (as noted in section 3.2, in 2001 it was forecast that only 40% of 

exiting ASPs would still be in business in 2002), there were many companies that 

were unwilling to outsource critical IT applications to ASPs that may or may not be 

in business long enough to fulfil their contractual obligations [7]. Also, there was 

considerable resistance to the ASP paradigm from organisations IT Departments. 

Many IT Departments perceived ASPs as a threat to their livelihood. Mark Clancy, in 

his 2001 article “The Insidious Resistance to ASPs” [16] identified the large power 

displacement felt by many IT Departments as they felt that they were becoming 

surplus to requirements. For example, if  a company adopts an ASP model for a sales 

application, it may make more sense for the operating budget to be transferred from 

IT to the sales department. Given that that many IT departments would have been 

entrusted with responsibility for deciding whether or not to outsource IT 

applications, this may have been a contributing factor to the slow adoption o f ASPs.

Finally, some software vendors are also resistant to the concept o f Application

Service Providers. Often, full software package installations are more lucrative for
................

vendors [16] and can give rise to further revenue from additional professional, \
/  y /  , v, Vo

services contracts. Given that - as highlighted by one study - pi^y;\4Q% Afmop|
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shrink-wrapped software was utilised [8], a software delivery model where the 

customer paid by usage would seriously affect the revenues o f software vendors. 

Even if  a software vendor becomes its own ASP, they may still advise their 

customers toward purchasing a packaged solution in order to generate higher short­

term revenue.

3.5 Types of Application Service Providers

The most common types of ASPs to have engaged in the market in recent years is 

summarised in Figure 3.3 (Adapted from [4], [7], [17], [18]).

No Name (Type) Main Features

1 Horizontal An Independent Software Vendor (ISV) or start-up 
firm, which delivers ‘business’ software such as CRM 
or payroll, as well as collaborations tools (Groupware)

2 Pure Play A start-up firm, which enters into partnership with an 
ISV to deliver software on a remote model over the 
Internet

3 ASP enablers Telecommunications Companies with the necessary IT 
infrastructure (backbone) to deliver software using a 
remote model

4 Vertical An ISV, or start-up ASP, focusing upon a specific 
industry sector

5 Enterprise A large ISV, or start-up ASP, which aims to deliver 
enterprise wide or ERP software to the end-user via a 
remote model, or via a virtual private network

Figure 3.3: ASP types

•  Horizontal ASPs are the most popular o f ASP offerings, where the ASPs Web 

enabled applications were relevant to most companies. The main advantage of  

Horizontal ASPs is their ability to gain market share without having to acquire 

vertical (i.e. industry specific) knowledge o f their customers business sector. 

Salesforce.com [30] is one o f the worldwide leaders in on-demand Customer 

Relationship Management (CRM) services, which encompasses all aspects o f  

interaction a company has with its customer, whether it be sales or service 

related.
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•  Pure-play ASPs are typically independent start-up companies that do not own 

any applications o f infrastructure. Pure-play ASPs pull together many elements 

that make up the ASP solution, as they may licence the hosted application from 

one company, buy network access from another, rent server space in a server 

farm at a hosting company, as well as application support elsewhere. Pure-play 

ASPs typically provide minimal service integration activities for their 

customers, as their focus is primarily on the customer interface. In general Pure 

Play ASPs offer web-enabled solutions only. An example o f a pure-play ASP 

was Corio [31] (Corio was purchased by IBM in March 2005 for $182m) who 

offered subscription-based services for several applications, including software 

from companies such as Oracle, SAP and Siebel Systems among others.

•  ASP enablers are large companies that provide telecommunications, hardware, 

or Internet connectivity, as well as co-location services to ASPs. ASP enablers 

have the advantage o f partnering with existing (enterprise, vertical, horizontal 

and pure-play) ASPs, as well as those seeking to become ASPs offering a 

range o f web-enabled applications. A leading ASP enabler is the South Africa 

based Korbi.net [32], who bring together a wide variety o f  applications to 

achieve economies o f scale and make it possible for an organisation to become 

an ASP by removing the associated cost o f technology and infrastructure.

•  Vertical ASPs target specific market segments for their services. The primary 

focus o f this type o f ASP is to provide vertical industries (e.g. the travel agency 

industry) with all the industry specific tools and applications they need ‘under 

one roof. An example o f a Vertical ASP would be LearningStation.com [33], 

a leading provider o f customised web desktops for schools, used in order to 

support and advance learning.

•  Enterprise ASPs deliver a variety o f high-end applications to enterprises, for 

example to divisions, subsidiaries and business units o f very large enterprises. 

This type of ASP generally offers some degree o f customisation availability 

guarantees. An example o f an Enterprise ASPs is Usi.net [34], who deliver 

application outsourcing, remote management, professional services, ISV
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enablement, eBusiness development, as well as hosting, information security 

and risk management services.

In recent years, a new type o f ASP has emerged onto the market in the form of 

Independent Software Vendor (ISV) ASPs. These types o f ASP are software vendors 

that have decided to expand beyond solutions provisioning and offer ASP services 

directly to the customer [7]. ISV ASPs generally have two sub-categories: the first is 

where the software vendors have decided against allowing other ASPs to host or 

provide their applications and is hosting it themselves. The second sub-category is a 

software vendor who licences their software to an ASP for delivery.

3.6 Chapter Summary

This chapter has focused on providing summary detail on Application Service 

Providers, and the origins o f the application outsourcing option. Also analysed were 

the advantages and disadvantages o f the ASP paradigm, as well as the types o f ASP 

players serving the market at the present time. Although the emergence of the 

Application Service Provision model suffered during the bursting o f the dot-com 

bubble in the Autumn o f 2001, there is little doubt that software-as-a-service is here 

to stay. A memo released by Microsoft [35] in November 2005, announced the 

emergence o f a new generation o f web-based software, commonly refered to as Web

2.0 [2]. Microsoft’s Chief Technology Officer stated that Web 2.0 is “about 

‘services’ (ranging from todays web-based e-mail to tomorrows web-based word 

processor) delivered over the web without the need for users to install complicated 

software on their own computers”. To this end, Microsoft announced plans to launch 

Windows Live and Office Live in early 2006 [36]. Office Live promises to provide 

an organisations business management applications (i.e. customer, project, and 

document management tools), all hosted and maintained by Microsoft. While many 

users may consider ASPs solely useful within a business context, there are increasing 

examples of Application Service Provision encroaching into everyday life. Consider 

for example the huge upsurge in mobile phone usage in the early years o f the 21st 

century. Many network operators offered a value added service whereby the user can 

send text messages to other mobile phone users via the operators website. This
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offering has all the hallmarks o f an ASP encounter -  the primary interface between 

customer and texting service is a Web Browser; the service is based on a one-to- 

many model.

While this chapter has focused on the abstract details o f ASPs, Chapter Four will 

focusoon High Availability and Scalability. As already discussed, ASPs are typically 

hosted in large datacenters, where the concepts o f high availability and scalability are 

essential components in delivering a solution that has near 100% uptime and a high 

Quality o f Service (QoS) to its end users.
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Chapter Four: High Availability and Scalability

ASPs are typically hosted in large datacenters, where the concepts o f High 

Availability (HA) and Scalability are hugely important. Indeed, HA, Scalability and 

Reliability are often cited as the major inhibitors to the widespread uptake o f the 

ASP model [7], [10], [17], [37]. This chapter will provide an overview o f HA and 

Scalability. Supported by a comprehensive evaluation o f recent research literature 

and industry analysis reports, this chapter will commence with a review o f the 

origins o f HA. It will provide an indication o f HA planning and the rationale for 

introducing HA. The motives behind designing scalable systems will be also 

explored. The following areas will also be addressed:

• An introduction to High Availability in general, highlighting the historical 

reasons for designing Highly Available systems. An outline o f the metrics 

used to evaluate availability, as well as desired levels o f availability will be 

discussed.

• The consequences o f  server downtime, highlighting the drivers o f high 

availability. This section will examine high availability planning, as well as 

various high availability paradigms.

• Scalability, encompassing the drivers o f scalability will be highlighted. The 

various types o f scalability, as well as the architectures and design principles 

will also be covered.

• An outline o f clustering, load balancing and Disaster Recovery, and their 

importance within an ASP environment will be discussed.

• A brief overview o f Singl.eView, the dynamic transaction management 

platform from Intec, which will provide the backbone o f the Billing4Rent 

ASP service.
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4.1 High Availability

Application hosting servers may need to support tens o f thousands o f concurrent 

service sessions with high availability and short response times [11]. In order to truly 

benefit form the ASP model, ASPs need to ensure their service offerings are not only 

reliable, but have near 100% availability. High Availability (HA) is a proactive 

application o f specific hardware and software technologies that minimizes unplanned 

downtime [38]. A highly available system should provide immediate and automatic 

recovery in the event o f system failure and the recovery process should insulate the 

end-users from the effects o f downtime. The birth o f concepts - such as mission- 

critical systems and high-availability - are to be found in military and space 

exploration systems where computer failures can place missions, individuals and 

even nations at risk [39]. There are many known threats to system availability, 

ranging from natural disasters to malicious attacks. Threats can include, but are not 

limited to:

• Loss o f power.

• Denial-of-service attacks

• Loss o f keys to encrypted data.

• Physical damage to equipment from accidents, sabotage or terrorism

• Natural disasters, including lightning, flooding, earthquakes or war.

• Magnetic erasure from electromagnetic pulses, electric currents, or magnets.

Malicious attacks on corporate IT systems, such as viruses, worms and Trojan 

Horsesf, are on the rise and are growing by 15% a year, according to recent data 

released by ICS A Labs [40]. Consequently, over the past few years, system owners 

and operators have placed increased emphasis on the actual amount o f time 

equipment is capable o f performing its intended function, and is accessible to users.

f  Viruses and worms are programs, or pieces of code, that are loaded onto a computer without the 

users knowledge, and run against their wishes. All computer worms and viruses are manmade, and can 

replicate themselves over a computer network i.e. can make a copy of itself over and over again. 

Viruses and worms usually perform malicious actions, such as using up the computer's resources and 

possibly shutting the system down. A Trojan horse is a destructive program that masquerades as a 

benign application. Unlike viruses, Trojan horses do not replicate themselves but they can be just as 

destructive.
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In the 1960s and 1970s, hardware components were the major source o f faults and 

outages. Today, hardware faults are a relatively minor cause o f systems outages 

compared to operations, environment and software faults [41]. Because o f these 

factors, system requirements and Service Level Agreements (SLAs) usually specify 

availability goals. The SLA usually defines a minimum level o f availability a system 

must offer. High Availability refers to the availability o f resources in a computer 

system, in the wake o f component failures in the system [42]. The basic requirement 

of a Highly Available system is that it should tolerate faults. The system should have 

the ability to not only detect a fault but also to report the fault, mask the fault so that 

it is transparent to the user and then continue service while the fault is repaired 

offline [41].

A fault usually takes the guise of a component failure, which is the failure o f some 

service component to behave as expected -  a hard drive failing to spin up when it is 

power cycled, a software crash, an operator misconfiguring a network switch, etc. A  

component failure can cause a service failure if  it prevents an end user from 

accessing the service or part o f the service [43]. In the event o f a component failure, 

a HA system should have the ability to fail over to a redundant node. A  redundant 

node is a component o f a computer system that is used as a backup system in the 

event o f a failure to the primary system. Redundant components can include both 

hardware elements o f a system (such as disk drives, peripherals, servers, switches, 

routers) as well as software elements (such as operating systems, applications and 

databases [38]). A HA system should support user connections on either the primary 

node or the redundant node and have well-defined procedures to deal with startup 

and shutdown o f the system, coupled with clear and specific backup, restore, and 

upgrade policies.

There are various metrics available to measure availability [41], [44], [45]. As 

highlighted in Figure 4.1, a computer system operates normally for a period o f time 

before it fails. The failed system is then repaired and the system returns to normal 

operation.
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The operate-repair cycle is shown in Figure 4.1 (Adapted from [46]).

OK Fault Occurs OK

Normal Operation Being Repaired

Mean Time Betv^en __ . . Mean Time to
Failures (MTBF) Repair (MTTR)

^  Time

Figure 4.1: Operate-Repair Cycle

High Availability is the proportion of time a system is productive and is usually 

expressed as a percentage:

Expected reliability is proportional to the Mean Time Between Failures 

(MTBF). Each failure has some Mean Time To Repair (MTTR). Availability 

(Av) can be expressed as a probability that the system will be available:

Av = MTBF
( MTBF + MTTR )

As the Mean Time Between Failures (MTBF) gets larger, Av increases and 

Mean Time To Repair (MTTR) has less impact on Av. As Mean Time To 

Repair (MTTR) approaches zero, Av increases towards 100% [44]. 

Computers built in the 1950s offered a 12-hour Mean Time To Failure. A  

maintenance staff o f a dozen full-time computer engineers could repair the 

machine in eight hours. This failure-repair cycle provided 60% availability

[41].

60 %  =
12

(12 + 8 )

In a distributed system, some parts may be available while others are not. In these 

situations, the availability o f all o f the devices is taken into consideration:

If 90% o f the database is available to 90% o f  the terminals, then the system is

0.9 x 0.9 = 81% available.
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As increasingly critical business applications are placed on computer systems 

customer tolerance to downtime has decreased dramatically. Some years ago 

organisations could tolerate hours o f downtime caused by computer failures or 

planned maintenance. Today the majority o f  enterprises tolerate only seconds or 

minutes o f downtime. A recent study [47] found that 29% o f enterprise customers 

can tolerate only 0-3 seconds o f downtime per outage o f their critical applications 

and another 37% o f these customers can tolerate only up to 3 minutes o f  downtime. 

When these figures are aggregated 66% o f respondents can only tolerate up to 3 

minutes o f downtime per outage. For many enterprises, a desired level o f  availability 

is 99.999% (commonly referred to as ‘five nines’). This level o f reliability, for a 

service running twenty four hours a day / seven days a week / three hundred and 

sixty five days a year, equates to just over five minutes o f downtime per year, or six 

seconds downtime per week. Figure 4.2 summarises availability levels and the 

corresponding average weekly and yearly downtimes (Adapted from [41], [44], [45], 

[48]).

9s One 9 Two 9s Three 9s Four 9s Five 9s Six 9s

Uptime (%) 90% 99% 99.9% 99.99% 99.999% 99.9999%

Downtime per week 16.9h 1.7h 10.1m lm 6s 605ms

Downtime per year 36.5d 3.7d 8.8d 52.5m 5.3m 31.5s
Figure 4.2: Representation of Availability

When a service is required to run twenty-four hours a day, seven days a week, three 

hundred and sixty five days a year without any planned and unplanned downtimes, 

this is commonly referred to as fault-tolerant computing by some commentators [49], 

and continuous availability by others [50].

• Fault tolerance relies on specialised hardware to detect a hardware fault and 

instantaneously switch to a redundant hardware component, regardless o f  

whether the failed component is a processor, memory board, power supply, 

I/O subsystem, or storage subsystem. When this cutover appears seamless to 

the user and offers non-stop service, a high premium is paid in both hardware 

cost and performance because the redundant components do not perform any 

processing. This contingency approach to maintaining system availability, 

whereby a second system - with the same configuration as the main system -
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is kept running and ready to take over the processing load instantaneously is 

known as a Hot Standbyf .

• Continuous Availability implies non-stop operation, with no lapse in 

service. For most computer systems, this represents an ideal state and is 

generally used to indicate a high level o f availability in which only a small 

quantity o f downtime is allowed. High Availability, however, does not imply 

continuous availability [42]. In reality, unmanaged computer systems on the 

Internet typically fail every two weeks and on average take ten hours to 

recover. This equates to roughly about 90% availability [41].

The difference between fault tolerance and high availability is that a fault-tolerant 

environment has no service interruption, while a highly available environment has 

(minimal) service interruption. Many sites are willing to absorb a small amount of 

downtime with high availability rather than pay the much higher cost o f providing 

fault tolerance. However the fault-tolerant model does not address software failures, 

by far the most common reason for downtime [49].

Figure 4.3 is an approximation of the cost o f implementing a Fault Tolerant, or 

Continuously Available, server and illustrates how the cost gets more and more 

prohibitive the closer the curve gets to 100% availability (Adapted from [49], [51]).

f  Standby configurations can be classified as hot, warm or cold. Hot Standby occurs when the primary 

and backup systems run simultaneously. The data is mirrored to the backup server in real time, so that 

both systems contain identical information. Warm Standby occurs when the secondary system runs in 

the background of the primary system. Data is mirrored to the backup server at regular intervals, 

resulting in times when both servers do not contain the exact same data. Cold Standby occurs when 

the backup system is only called upon when the primary system fails. The system on cold standby 

receives scheduled data backups, but less frequently than a warm standby.
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A v a ila b ility

Figure 4.3: Relative Cost of Availability

For the enterprise, there are a number of consequences for server downtime:

1. Loss of Business revenue: When an e-Business Webserver goes down, any 

business transactions that were in progress will be unable to complete, 

leading to a loss o f revenue for any transactions that would have completed 

had the server remained operational.

2. Loss of Productivity: While the system is unavailable users cannot work on 

it, thus impacting their productivity and leading to a waste o f resources. A 

report by IDC [39] highlighted the fact that computer-based design and 

development tools are becoming standard equipment for a wide variety of  

engineering tasks. If these tools are not available, then - as noted in the end- 

user survey - the engineers are not working.

3. Loss of Reputation: A lost Customer never comes back. Many economists 

acknowledge that it is five to seven times more expensive to find a new 

customer than to retain an existing one [52], Negative publicity caused by 

frequent outages, or downtime at peak business hours, could possibly result in 

the loss o f a customer, which is far worse than the loss o f a single purchase. 

The credibility o f the IT department may be diminished within the company 

should recurring outages occur.
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4. Loss of market opportunity: Many products have limited life spans, in that 

they can only be kept on the market for a finite amount of time before they 

can no longer be sold profitably. For example, in the integrated circuit 

industry, each day a chip is late to market represents for the company 

involved a million dollar loss [39]. A reduction in the design and initial 

manufacturing times can increase the effective sales time o f the product. 

Also, companies that are first to market with products can charge premium 

prices, at least for a time, and can establish product brands.

5. Compromised product quality/competitiveness: In many industries 

engineers ‘design to schedule,’ (i.e. they are given a fixed schedule for 

designing a product and they work to design the best product possible in the 

given amount o f time). However, lost resources can spell the difference 

between a ‘workable’ design and an optimal design.

6. Lost data: Data pertaining to product design is critically important to most 

organisations. System failures leading to lost or compromised data can be 

equated to the loss o f months or years o f product development work and 

market opportunity.

7. Regulatory and legal concerns: Deadlines may be missed due to lack o f  

availability or customer response time may be increased. In some instances, 

where minimum levels o f  application availability are guaranteed by SLAs, 

this may result in penalties and/or fines. It may even lead to legal action from 

those affected.

4.1.1 High Availability Planning

It is vitally important when implementing a HA system, that proper planning and 

testing is done at the design and pre-production stage [45], [51], given that failure 

in operation and the consequent diminished reputation can be very costly to an 

organisation. Frequently however, IT professionals entrusted with making purchase 

and policy decisions often get caught in a tug-of-war between (a) the demand to 

improve service levels, and (b) the pressure to reduce service level costs. High 

Availability planning should be tackled just like any other business policy. The
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organisation involved should document the availability objectives to be met, threats 

and vulnerabilities to be countered, the risks to estimate, security mechanisms to be 

used, any real-world constraints and measures of effectiveness, as well as any 

legacy availability policies. Perhaps the most important consideration when 

designing a HA system is removing Single Points o f  Failure. A Single Point of 

Failure (SPOF) is a single component of a system (hardware, firmware, software or 

otherwise) whose failure will cause some degree of downtime [53]. A SPOF is the 

weakest link in a system; when that link breaks the entire system fails regardless of 

the quality or cost of the rest of the system. Most systems have obvious potential 

SPOFs, such as servers, disks, network devices and cables. For most system 

designers the most obvious protection against SPOFs is via redundancy. However 

the cost involved in introducing redundancy may be prohibitive. Consider the Web 

Application server detailed in Figure 4.4, deployed on a single machine 

configuration i.e. the HTTP Server, Application Server and Database server are all 

co-located on the one machine, with a firewallf protecting the system from the 

external network.

Internet

Figure 4.4: Sample Internet Application Configuration

f  Firewalls are products designed to prevent unauthorised access to, or from, a private network. 

Firewalls can be implemented as a dedicated piece of hardware, as installed software, or as a 

combination of both.
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In Figure 4.4, there are two obvious SPOFs. Aside from the fact that the HTTP 

server, application server, and database server processes will be competing for 

CPU resources, if a failure occurs on the machine, then the entire system fails. 

Similarly, the firewall protecting the system form malicious external, and internal, 

attack is a SPOF. In order to reduce these SPOFs, a second firewall is introduced. 

Also, the HTTP server, the Application server, and the Database server are all 

migrated to separate machines. This removes the SPOF inherent in all three being 

on the one machine, while it allows resource intensive applications like Database 

servers access a dedicated CPU, rather than compete for CPU cycles. The new 

configuration is illustrated in Figure 4.5.

There are still clear SPOFs evident in the configuration in Figure 4.5. While the 

HTTP server, the Application server, and the Database server have been moved to 

separate machines in order to reduce the SPOF inherent in having them reside side- 

by-side in one machine, each of them have now become SPOFs in their own right. 

For example, the database server is on a separate machine. However if it were to be 

compromised, the overall Web Application would be no longer able to function. A 

simple remedy would be to replicate the HTTP server, Application server and 

Database server in order to introduce further redundancy, as shown in Figure 4.6.
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Internet

Figure 4.6: Webserver Configuration with Increased Redundancy

This new configuration has eliminated many SPOFs, however one still exists in the 

form of the underlying network that provides connectivity between the various 

elements. If for example, the underlying network connection from the HTTP server 

to the Application server was accidentally severed, the application would again be 

jeopardised. In order to avoid this, redundant cabling is introduced, as shown in 

Figure 4.7.

Internet
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While the above example is by no means an optimal HA configuration, it does 

illustrate some important points:

1. Firstly, in the examples above, a two-machine Web application server 

configuration became an eight-machine HA configuration, which 

incorporated redundant network connectivity between nodes. The consequent 

increase in hardware expenditure to cover the purchase of the equipment 

necessary, as well as the added network complexity, can add enormous strain 

to an organisations operating budget.

2. Secondly, given the increased amount o f equipment needed to implement HA 

policies, it is recommended that hardware and software be standardised 

within the proposed solution [51]. Industry-standard hardware and software 

should be favoured over proprietary solutions. The rationale behind using 

industry-standard solutions is that these solutions all have a public, 

documented standard. Implementing a solution using various servers, 

firewalls, software etc. from a multitude of vendors - some of them using 

proprietary solutions - can add confusion, be difficult to document, and may 

result in the organisation having to spend extra time and resources on 

maintenance, recovery and troubleshooting.

3. Finally, it may not be possible to eliminate every single SPOF [53], mainly 

due to either budget constraints, or the fact that while the set-up may be fully 

redundant - if  it were to be housed in one datacenter - then that datacenter 

itself becomes an SPOF. Similarly, if  separate datacenters were used, but 

each was geographically located within close proximity to each other (e.g. on 

the same power grid), then the power grid serving both datacenters could be 

regarded as an SPOF.

When planning for HA, it is important that availability targets for systems are well 

defined in advance [51]. Measurable, yet achievable availability goals should be 

set, and if possible written into Service Level Agreements. Availability goals in 

SLAs result in the IT Department having clearly defined responsibility for systems 

availability. It is also equally important that, prior to implementing a HA policy, a 

test environment is set-up. Having a test platform will allow an organisation to test
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their HA policies before they are incorporated into a production domain. Any or all 

possible failure scenarios can be simulated to ensure the proposed architecture is 

resilient, recovers quickly from failure, as well as ensuring that the different 

hardware and software components work together as expected. Any problems can 

be found and rectified without affecting end users or live data. Having a test 

environment also has added benefits when any changes to a live system 

configuration are mooted. The changes can be tested thoroughly, prior to 

propagating the update to production systems.

Planning for high availability does not stop after the HA configuration has been 

implemented. Procedures and codes of practice should be put in place, e.g.

• Colour coding and correctly labelling all cables and components in a 

system. This could save time when correcting a system outage.

• Implementing a management environment capable of informing the IT 

Administrator, or other authorised persons, of the status of systems in a 

correct and timely way [51].

• Servers should be stored in a secure, fire-protected room where 

temperature and humidity are adequately controlled.

• Written procedures should be put in place to ensure that physical access 

to servers is restricted only to people who are responsible for the server.

No departure from accepted procedures should be permitted without the person 

responsible for the server being aware of the action, and assuming responsibility 

for it.

A monitoring tool should be used, and any outputted data from the monitoring tool 

should be analysed on a regular basis, as trends may become evident that indicate 

potential problems (e.g. degraded software / hardware performance). A remote 

control / monitoring tool is an invaluable utility allowing a System Administrator 

to remotely monitor a systems health from their own desk / workstation. It is also 

recommended [51] that common tasks be automated, as this Proactive Management

- 3 8 -



Chapter 4 High Availability and Scalability

allows the Systems Administrator to spend more time on failure prevention rather 

than reacting to systems failure.

In 2003, Sun Microsystems identified a Seven Step Approach to Availability [54], 

designed to aid HA planning, which enables the delivery of a highly available 

system while also reducing costs.

Step 1 - Inventory Systems by Business Impact:

Classify systems as task-critical, business-critical, or mission-critical. This allows 

organisations to identify which of its systems are critical, and require as near to 

continuous availability as possible (not all systems require 99.999% uptime). One 

study by Greschler and Mangan (2002) showed that for most shrink-wrapped 

software, only 40% of the application was utilised [8]. For example, the failure of 

a task-critical application like a print server may disrupt a few users, however the 

effect on the company as a whole is negligible. When a mail server goes down, 

the impact will be higher because it affects employees' ability to do business. 

While the loss of the e-mail server will affect the business, its effect is not as 

integral part of how an ISP earns revenue.

Step 2 - Analyse Availability in Tiers:

This step is concerned with understanding which components of the 

organisations infrastructure support each system. A tiered analysis approach to 

availability results in identifying various tiers (such as a system layer, data layer, 

and application layer). Inspection of each tier to determine the systems ability to 

recover quickly from failure, the systems overall reliability, as well as the ease of 

maintenance is vitally important. Knowledge of the availability requirements at 

every tier and for each system helps planning for different levels of availability 

based on the criticality of the application.

Step 3 - Migrate Availability Costs and Risks Architecturally

The system designed should provide the agreed-upon service levels, at a cost 

proportional to how critical to the organisation the system is. Simple, yet flexible, 

architectures allowing fail-over and redundancy can considerably reduce 

downtime without incurring too many costs. Another factor worth considering is 

the predictability of the system. For example, a system with predictable need for
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maintenance, allows maintenance to be scheduled at a time least disruptive to the 

business. Thus a predictable system allows an organisation to achieve high 

service levels without taking on the cost of implementing a mission-critical 

system.

Step 4 - Reduce the Time to Value:

Time to Value is the amount of time it takes to draw value out of a solution after 

implementation. One method to reduce costs, as well as time to value, is to 

choose a solution from a vendor that not only provides the availability 

infrastructure but also takes responsibility for its performance. This method is 

preferable to buying separate products and integrating them with existing legacy 

systems. This takes time, is prone to glitches, adds extra integration costs to an 

availability solution and it is more difficult to pinpoint the cause of system 

outage.

Step 5 - Address the Complete Environment:

Typically, costs are only associated with acquisition of products, and 

implementation of HA systems. In reality, process and people often influence the 

cost of providing high service levels. Good HA planning also involves the 

processes and people that support the environment. One Gartner Group Study 

showed that physical reasons for failure are responsible for only about 20% of all 

downtime (Figure 4.8, adapted from [51]).

□ Application Failure 

■ Other
□ Operator Error

20%

Figure 4.8: Causes of Downtime

Systems failures are more likely to result from operational or human errors than 

software or hardware glitches.
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Step 6 - Design and Implement Comprehensive Recovery Plans

A good availability solution should include a comprehensive recovery plan for 

each system. Being able to quickly detect failure ensures a speedy recovery when 

a system outage occurs. A first-rate recovery plan can help reduce the overall 

cost of downtime to the business

Step 7 - Partner for Experience

Organisations should provide a complete availability solution that meets service 

level requirements, and also keeps costs to a minimum. While this is an obvious 

goal, partnering with an company that specialises in providing HA solutions will 

bring expertise, practical methodologies, real customer experience, and evidence 

of successful implementations, so an organisation can implement a HA solution 

with greater ease, lower cost, and above all, confidence.

4.1.2 Availability Paradigms

Availability paradigms have been evolving the over the years as the shift from 

large centralised systems to distributed computing has gathered pace. Hosmer 

(1996) identified the Single Computer, Network and Cyberspace paradigms [55], 

which mirror the move away from large monolithic systems. The single computer 

paradigm cantered on large mainframe, minicomputer, workstation or personal 

computers that housed applications crucial to the organisation. The primary threats 

to such systems were mechanical (e.g. loss of air-conditioning in the server room), 

or human accidents (e.g. dropping a disk pack). HA systems had goals of 99.9% 

availability, whereas low availability systems tolerated 60% availability. Systems 

designers had to anticipate the maximum loads an application would experience, 

and plan / design for them accordingly, which invariably meant fail-safe and fault 

tolerant components, duplicated systems, alternate communications routes, and 

back-up procedures. The network paradigm offered increased availability due to 

redundant systems, distributed processing, and distributed databases. The major 

threats to availability in this model were SPOFs, and external threats such as 

denial-of-service attacks, viruses, worms, and Trojan horses. The Cyberspace 

Paradigm emphasises information availability as much as system and network 

availability. In this model, threats are social (terrorists, hackers, and competitors) -
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as well as technical (censorship, electronic junk mail, and system or bandwidth 

limitations). Availability policies must cover a wider range, and while 

responsiveness may be highly desired, it may depend on circumstances, as slow 

response time may be the policy of choice in a variety of situations. In the 

cyberspace paradigm, availability may cover information content as well as system 

availability. Parents may be able to restrict their children from seeing certain types 

of programs or playing certain types of games!

A Whitepaper published by Compaq (1997) echoed Hosmer’s findings. Within the 

Five Levels o f  Availability [4 7 ] model, customer requirements regarding HA were 

identified. The resulting solutions model proposed by Compaq ranged from simple 

to complex, incorporating single machine systems, multiple machine systems, 

single sites and multiple sites.

Level 1 : In level 1 HA, customers utilise single, standalone servers for their 

computing services. Redundancy can be incorporated into a single machine 

set-up, with many server models equipped with redundant cooling fans that 

ensure continuous cooling of the server even when one fan fails. Similarly, 

redundant power supplies enable the server to continue to receive power even 

if one power supply fails. The use of modular architecture design allows users 

to upgrade their systems gradually and easily over time, while the ability to 

install software programs and upgrades quickly and easily is also important in 

increasing system uptime.

Level 2 : Level 2 HA builds on the features present in Level 1. In this level, 

data availability is improved considerably, commonly by implementing a 

relational database (RDBMS), while also moving to hardware RAIDf 

technology. DBMS are typically used in smaller organisations, where security

f  RAID now stands for Redundant Arrays of Independent Disks, however during the 1980s, RAID 

stood for Redundant Arrays of Inexpensive Disks. As hard disks became cheaper, the RAID Advisory 

Board changed ‘inexpensive’ to ‘independent’. While RAID appears to the operating system to be a 

single logical hard disk, it is a method of storing the same data in various places on multiple hard 

disks, thereby ensuring redundancy and fault tolerance. Also, by placing data on multiple disks, I/O 

operations can overlap, improving performance.
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of data is not a major concern. An RDBMS however, is designed to process 

larger amounts of data, and to provide enhanced security. Customers 

implementing Level 2 HA frequently enhance their services contract to 

provide faster response time or extended hours of service coverage.

Level 3: While Level 1 and Level 2 HA were concerned with high 

availability through single server configurations, Level 3 HA is based on 

multiple machine, or ‘cluster’, configurations. In Level 3, the focus is on high 

server and application availability. Clusters are configurations of two or more 

servers connected together for HA and performance. A simple cluster 

configuration designed for high availability could comprise of two servers (or 

‘nodes’), both are operational and actively serving requests from separate 

application workloads. Both nodes are linked together and communicate with 

each other. A health manager program constantly monitors the health of each 

server. If one of the servers experiences component or complete server failure 

the cluster management software will detect the error or failure. It will then 

immediately pass ownership of application software, disk, and network 

resources to the remaining operational node in the cluster, ensuring minimal 

service interruption for the end-user. Error / failure detection and application 

failover is fully automated so that no operator intervention is required. Due to 

the added complexity, HA clusters are more expensive to implement than a 

single server configuration.

Level 4: Level 4 HA is built upon Level 3 and is usually defined by a move 

from an availability cluster to a scalability cluster. In a Level 3 HA cluster, 

each node is active on its own separate application workload. However, in a 

scalability cluster each node is active on a separate ‘instance’ (or ‘copy’) of 

the same application. Since more than one node is working on the same 

application, more computing resources can be applied to the same 

application, thus increasing performance. Consequently, scalability clusters 

are commonly referred to as ‘performance clusters’ or ‘performance 

scalability clusters.’ In addition to increased performance, scalability clusters 

also deliver high availability. Given that separate copies of the same
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application reside on all nodes in the cluster, a catastrophic failure of one 

node in the cluster will not cause an application outage.

Level 5: The HA Levels detailed so far incorporate computer systems at a 

single site, most likely in a single room. As detailed already, single site 

configurations have limitations, as they become a Single Point Of Failure 

should a fire, flood, earthquake or other such force majuere destroy the 

building housing the application, or a power grid outage eliminates power to 

an entire city. Placing servers and storage devices some distance from each 

other in a separate building can eliminate the SPOF inherent in a single site 

set-up. Such a configuration is known as a campus cluster. Campus clusters 

ensure high levels of availability, since an outage affecting one building can 

be recovered by automatically transferring application resources to another 

node in the cluster, resident in another unaffected building. A campus clusters 

still has limitations; it cannot recover from a power grid outage, or from a 

natural disaster, that affects both buildings in the campus. The solution to this 

limitation is known as a Geographically Dispersed Cluster (GDC). In a GDC, 

the nodes of a cluster are in a wider distribution, not only building-to-building 

as in a campus cluster, but also city-to-city, region-to-region, or even 

country-to-country. A GDC is still a single cluster, whereby a collection of 

servers is connected by a very high speed interconnect, and they share a 

single heartbeat. With GDC’s, automatic failover in the event of failure 

occurs not just node-to-node in the same room, or building-to-building in a 

campus, but city-to-city, region-to-region, or country-to-country, 

automatically returning service back to the end user.

4.2 Clustering

Increasingly the dominant software platform is evolving from one of shrink-wrapped 

applications installed on end-user PCs to one of Internet-based application services 

deployed in large scale, globally distributed clusters [43]. Clustering is the practice 

of connecting two or more computers together in such a way that their behaviour is 

that of a single computer, with the obvious benefits of HA, parallel processing, load
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balancing and fault tolerance. Clusters can automatically detect and recover from 

server or application failures, while also eliminating the need for server or 

application downtime during planned maintenance [56]. Redundant system 

components provide backup in case of a single component or server failure. Server 

components - including network adapters, disk adapters, disks and power supplies - 

are duplicated to eliminate single points of failure. There are two basic types of 

cluster configurations, Standby and Takeover [49]. A Standby Cluster Configuration 

is the traditional redundant hardware configuration, whereby one or more standby 

nodes are set aside, waiting for a primary server in the cluster to fail. This is also 

known as hot standby (See Figure 4.9).

N o d e A N o d e B

Figure 4.9: Standby Cluster Configuration (Hot Standby)

In the Takeover Cluster Configuration all cluster nodes process part of the cluster’s 

workload; there are no nodes set aside as standby nodes. Each node works on a copy 

of the application, and services the application workload (See Figure 4.10)
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Figure 4.10: Takeover Cluster Configuration
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When one node fails, one of the other nodes assumes the workload of the failed node 

in addition to its existing workload. This is also known as mutual takeover, and is 

usually considered to be a more cost effective choice since it avoids having a system 

installed just for hot standby (See Figure 4.11).
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Figure 4.11: Mutual Takeover Configuration

The main benefits of clustering are scalability and high availability. Scalability 

occurs because the extent of a cluster is not limited to a single server or a single 

machine [49]. This means that the capacity of the cluster can be supplemented by 

dynamically adding new servers. If extra hardware or processing power is needed, a 

new server can be added. Additionally, a cluster uses the redundancy of multiple 

servers to insulate clients from hardware or software failures, as the same service can 

be provided on multiple servers in the cluster. If one server fails, another can take 

over, ensuring no SPOF. From the end users perspective, the availability of the 

server is constant; the failover from a malfunctioning server to a functioning server 

appears seamless, so much so that the end user never knows that there was a 

problem. As previously noted, having redundant cluster members allow routine 

maintenance of the servers to be scheduled. Indeed, the ability to cleanly migrate 

services off a cluster member so that routine maintenance can be performed without 

disrupting service to client systems has been noted as one of the greatest benefits of a 

high availability cluster [57]. This is because it allows organisations time and 

opportunity to upgrade software to the latest release or add memory while keeping a 

site operational. An additional clustering benefit is hardware and operating system 

independence [58]. Clusters can be run on multiple independent platforms, ensuring
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that organisations do not have to rely on specific platform features. Clusters can be 

comprised of anything from Intel machines running Microsoft Windows NT and its 

derivatives, to large-scale Unix multiprocessors and IBM OS/390 Mainframes. If an 

outage occurred on one member of the cluster the other cluster members will 

conclude that a server has become non-responsive and commence a take over of the 

services provided by the failed node [57]. This is possible as each cluster member is 

monitoring the health o f the others cluster members, usually over very high speed 

interconnects. The monitoring process is known as a heartbeat network [53] (See 

Figure 4.12).

D u e l  H e a r t b e a t

Figure 4.12: Heartbeat Network

Cluster nodes send heartbeat packets to each other, with each packet containing state 

information about each server, as well as commands from one server directing the 

other to change states, or execute some function. The primary objective of the 

heartbeat network is to ensure that cluster nodes can learn of the failure of an 

individual node when the heartbeats stop. In the eventuality of a stopped heartbeat, 

the remaining node will take over the services and workload of the failed node and 

continue service to end-users. Usually heartbeat networks are replicated, with no 

hardware or equipment in common, or no network paths shared. This greatly reduces 

the likelihood of the heartbeat stopping for reasons other than a downed server. 

Failures to networks cards, network cable or hubs, may result in the heartbeat 

stopping even though all nodes are folly functional. Equally it is important to 

replicate the heartbeat process itself. In both scenarios, each individual node assumes
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it is the only operational node and attempts takeover of services, which could cause 

data corruption, and a system deadlock or crash. Consider the standby / failover 

cluster configuration in Figure 4.12, Node A is serving a single database, and Node B 

is a backup cluster. In the scenario of a heartbeat failure, there are two policy options 

employed by most cluster products Pessimistic Assumption and Optimistic 

Assumption [57].

1. Pessimistic Assumption: Node A is serving the database, but is unaware of 

Node B’s state, so Node A continues to serve the database. Node B is unable 

to communicate with Node A and, assuming it is down, commences serving 

the database. This results in both cluster members serving the same database, 

causing data corruption and a possible system crash.

2. Optimistic Assumption: After a site wide outage, both Node A and Node B 

boot up at the same time. Because the heartbeat network is not operational, 

neither node is able to confirm if the other node is alive. In order to avoid 

data corruption scenario shown in a pessimistic assumption scenario, each 

node assumes that the other is operational and does not serve the database. 

This results in a failover cluster configuration with neither node serving the 

database.

There are situations when a failover from one node to another may be undesirable 

[53]. One such case is known as a ping-pong failover, while the other scenario is 

known as a runaway failover.

Ping-Pong Failover: This occurs when there is a shared disk failure. NodeA 

cannot access the disk, so it shuts down, initiates a failover and reboots. NodeB 

takes over, but also cannot access the disks. Once NodeA reboots, NodeB fails 

back to it. This process continues until the System Administrator intervenes.

Runaway Failover: This occurs when NodeA fails and NodeB takes over. To 

determine the problem on NodeB, the System Administrator initiates a reboot of 

NodeA. Upon rebooting, NodeB notices that NodeA is operational again, gives up 

critical resources and fails back over to NodeA, before the system administrator 

has an opportunity to diagnose the problem with NodeA.
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Both of these scenarios could be avoided if  a ‘state locking mechanism’ was used: 

should NodeA failover to NodeB, system resources are held by NodeB until such time 

as the System Administrator is satisfied the problem is fixed on NodeA, and 

manually switches back.

An important consideration when implementing a failover cluster is to use 

compatible systems, rather than, for example, having a Windows server failing over 

to a Unix server. Even though it may be cost efficient to combine two systems 

already within an organisation possession rather than purchasing new equipment, 

according to Marcus & Stem [53] a number of important issues need to be resolved 

in order for a successful failover to occur:

•  A compatible Failover Management System (FMS) must be in place on both 

systems and this management system must be able to communicate 

successfully with each other. However there are very few examples of FMS 

that run on different systems

•  The applications would need to function identically on both systems, despite

architectural differences. There is the potential for incompatibility with the

filesystems (word size, big-endian versus little-endianf etc).

•  If the Network Identification Cards (NIC) are of incompatible types it

introduces added complexity to the heartbeat networks. Consequently, it may

be necessary to use a network bridge, which introduces another potential 

Single Point of Failure (SPOF).

f  The terms big-endian and little-endian are derived from Jonathan Swifts “Gulliver's Travels”. In 

computing terms, big-endian and little-endian refer to which bytes are most significant in multi-byte 

data types, and describe the order in which a sequence of bytes is stored in a computer’s memory. In a 

big-endian system, the most significant value in the sequence is stored at the lowest storage address 

(i.e. first). In a little-endian system, the least significant value in the sequence is stored first. For 

example, consider the word UNIX stored in two 2-byte words (UN + IX). In a big-endian system, it 

would be stored as UNIX. In a little-endian system, it would be stored as NUXI.
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•  Complications may arise when one of the systems vendors needs to be 

contacted regarding a support issue. While the support staff for either system 

will have experience using combinations of its own servers, it is unlikely that 

they will have experience of any combination of its own server working in 

tandem with a rival server.

•  The System Administrator needs to be accomplished in the management of 

both of the server’s operating systems, hardware environments and scripting 

languages.

•  Any shared disks between the two systems must also be compatible with both 

servers.

4.3 Load Balancing

When a system is highly available it will have the ability to failover during a 

component failure to redundant nodes. Redundant nodes increase reliability by 

allowing system users to predictably and quickly access computing resources. When 

implementing a highly available system, a method whereby network / user traffic is 

directed to all nodes evenly so that no single device is overwhelmed and then 

redirecting traffic away from a downed node in the event of a failure, is essential 

[53].

The most popular method of achieving this is load balancing. Load balancing is 

especially important for networks where it is difficult to predict the number of 

requests that will be issued to a server. Busy Web sites typically employ two or more 

Web servers in a load-balancing scheme. If one server starts to receive extra requests 

and its response time becomes slower, requests are forwarded to another server with 

more capacity (see Figure 4.13)
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Figure 4.13: Sample Load-Balancing configuration

There are two basic high-level approaches to Load Balancing, a DNS approach and a 

hardware-based approach.

4.3.1 DNS Load Balancing

DNS (Domain Name System) is an Internet service that translates domain names 

into IP addresses [59], It is used primarily because, as domain names are 

alphabetic, they are easier for users to remember than IP addresses. Each website 

has its own hostname, and its own interface to the Internet. A DNS hostname can 

be mapped to a list of multiple IP addresses. When a client connects to a 

Webserver, the DNS server will cycle sequentially through the list of IP addresses 

on each lookup of the hostname, so that each time a client resolves the URL it will 

get the next address in the cycle [58]. This is known as round-robin DNS. When a 

client gets an IP address via round-robin DNS it will use the IP address until the 

DNS lifetime has expired. A site using round-robin DNS will typically shrink the 

DNS lifetime to several minutes, which forces the clients to rebind the hostname to 

an IP address more regularly, and reduces the average window of an outage [53]. 

Round Robin DNS is a low cost method of load balancing, and is a relatively 

reliable method of masking failures in a system.

However Round-robin DNS does not manage failovers; it just makes the failover 

transparent to the user by supplying an alternate server IP address when the client 

connects to a hostname. It does however have some drawbacks. A reduced DNS 

lifetime increases the workload of DNS servers and it assumes that clients do not 

make persistent mappings of IP addresses. Another disadvantage of round-robin

- 5 1  -



Chapter 4 High Availability and Scalability

DNS lies in the fact that maintaining state on the server is difficult with this form 

of load balancing. An extreme case, but a drawback nonetheless is a situation 

where a four-server configuration is served by round-robin DNS. If every fourth 

connection is for a large file - while the other three are for much smaller files - one 

of the servers could be overworked while the remaining three are underworked.

4.3.2 Hardware Load Balancing

Also known as network redirection, hardware load balancing avoids the drawbacks 

of the round-robin DNS approach by operating at the IP level rather than the 

hostname level. In the hardware load balancing approach, a client connects to the 

load balancer, which routes the connection to one of the servers behind it. Load- 

balancing hardware can track the ‘health’ of each server and avoid sending 

requests to downed servers; it can also incorporate load information in its load- 

balancing decisions. Hardware load balancers can store state information for each 

client so that when a server goes down client information - such as login 

credentials, shopping cart information etc - can be preserved and transferred to a 

functioning server. Normally a hardware load balancer is replicated for 

redundancy, and located behind a firewall. Figure 4.14 illustrates an example of a 

hardware load balancer.

Figure 4.14: Hardware Load Balancing Configuration
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Because a hardware load balancer does not need round-robin DNS support it only 

uses one public IP address. Clients resolve the hostname to this address and are 

then connected to the appropriate back-end server based on load, time, equal 

distribution etc.

The advantages of load-balancing hardware:

• Wider choice of load-balancing algorithms.

• Health monitoring allows load balancer to skip downed servers, resulting in 

increased response times.

The main drawback to hardware load balancers is that they are significantly more 

expensive than the round-robin DNS approach.

4.4 Scalability

Scalability is a measure of the ability of hardware or software systems to adapt to 

changing demands. For example, a scalable network system would be one that can 

start with just a few nodes but can easily expand to thousands of nodes. Scalability 

means not just the ability to operate but to operate efficiently and with adequate 

Quality of Service (QoS), over the given range of configurations [60]. In today’s 

business environment, organisations must be able to dynamically increase capacity to 

meet changing demand. The scaled-up system should exhibit increased computing 

power proportional to the increase in resources. However, it is worth noting that a 

scalable system should also be able to scale downwards, or reduce its resources to 

reduce costs. Additionally, an unscalable system is defined as a system where the 

additional cost of coping with increases in traffic or size is excessive or that it cannot 

cope at this increased level at all [61]. Cost is not just limited to monetary terms but 

can also encompass response time, processing overhead, space or memory. An 

unscalable system adds to labour costs or negatively impacts the QoS.

- 5 3 -
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4.4.1 Scalability Types

Bondi (2000) identifies four types of scalability: Load Scalability, Space 

Scalability, Space-Time Scalability, and Structural Scalability [61]. A system or 

system component may have more than one of these attributes, and two or more 

types o f scalability may mutually interact.

1. Load scalability. A system is load scalable if  it exhibits the ability to 

function without unnecessary delay and without unproductive resource 

consumption at light, moderate, or heavy loads, while at the same time 

properly utilising available resources.

2. Space scalability. A space scalable system is one where the system or

applications memory requirements do not grow to unbearable levels as the

number of items it supports increases. Various programming techniques can 

be used to achieve space scalability, including compression. However, 

because compression takes time, it is possible that space scalability may only 

be achieved at the expense of load scalability.

3. Space-time scalability. A system is space-time scalable if  it continues to 

function competently as the number o f objects it encompasses increases by 

orders of magnitude. It is space-time scalable if its internal data structures and 

algorithms continue to operate to smooth and speedy operation regardless of 

its size. For example, a search engine that is based on a linear search is not 

space-time scalable, while one based on an indexed or sorted data structure 

such as a hash table or balanced tree is.

4. Structural scalability. A structurally scalable system is one where its

implementation or standards do not impede its growth, or will not do so

within a chosen time frame. This is a relative term, because scalability 

depends on the number of objects of interest now relative to the number of 

objects later. Any system with a finite address space has limits on its 

scalability given that the limits are inherent in the addressing scheme. For 

example, a packet header field typically contains a fixed number of bits. If the
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field is an address field, the number of addressable nodes is limited. Load 

scalability may be improved by modifying scheduling rules, avoiding self- 

expansion, or exploiting parallelism.

4.4.2 Scalability Architectures

Hwang (1998) identified three scalable architectures, which have much in common 

but have increased levels of resource sharing [46]. The first of these is the shared- 

nothing architecture, which consists of a number of nodes connected by an 

interconnection network. In this configuration, the data on one server is replicated, 

via a network, to the other server / servers. Each node can contain more than one 

processor. The shared-nothing architecture is detailed in Figure 4.15.

Node 1

Figure 4.15: Shared-nothing Architecture

The shared-nothing architecture is optimal for remote failover. For local failover, 

when the systems in question are in close enough proximity to be connected by 

Small Computer System Interface (SCSI) and / or Fibre Cables, the shared-disk 

architecture is a superior and more reliable architecture [53]. The shared-disk 

architecture has one main difference from the shared-nothing architecture. In this 

approach, the disk module where the critical application data resides is moved out 

of the individual nodes and is shared among all nodes. The unshared, local disk 

contains the operating system, as well as any other files required by the Node to 

initiate and maintain the failover process (see Figure 4.16).
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Figure 4.16: Shared-disk Architecture

In the shared-memory architecture main memory is also shared among the various 

nodes (see Figure 4.17). As with the shared-disk architecture, each node also has 

access to its own local, non-shared, private memory. The disadvantage to the 

shared-memory architecture is when one processor caches memory that it needs 

fast access to. Whenever one cache is updated with information that may be used 

by the other processors, the change must be replicated to the other systems or else 

all processors will be working with different data.

(C l
S h a r e d

S h a r e d  D i s k s M e m o r y

Figure 4.17: Shared-memory Architecture

- 5 6 -



Chapter 4 High Availability and Scalability

4.4.3 Design Principles for Scalable Systems

Introducing scalability to an existing system is considerably more difficult that 

designing a scalable system from scratch. To this end, Hwang (1998) documented 

three design principles, that when used, will considerably reduce the complexity 

inherent in building scalable systems [46]. The three principles are:

1) Principle of Independence

2) Principle of Balanced Design

3) Principle of Design fo r  Scalability

4.4.3.1 Principle of Independence

The underlying premise of this principle is that when designing a system, the 

individual components of the system should be independent of each other. If 

complete independence is not achievable, then the dependence that some 

components have with other components should be as small and as clear as 

possible. The main advantage to having independent components is that it greatly 

increases the possibility of Independent Scaling. Independent scaling (also 

known as Incremental Scaling) is achieved by scaling a system along one 

dimension by improving one component, independent of the other components. 

There is no requirement to simultaneously, or subsequently upgrade any of the 

other components. An example of independent scaling would be in the case of an 

extra node being added to a system where the existing nodes are running on the 

Windows 2000 Server operating system. Even though the new node may be 

running on Windows 2003 server there would be no need to upgrade the 

operating system of the existing nodes. There is however one major downside to 

independent scaling: an efficient system cannot be built just by scaling up one, or 

a few, components alone. An example, consider scaling a system by adding a 

faster processor. If the existing communications systems or memory is too slow 

for the newer processor, then the system is unbalanced.

4.4.3.2 Principle of Balanced Design

As if to acknowledge the stated downside to independent scaling, the second 

design principle is focused on designing a system that minimises any
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performance bottlenecks. A bottleneck can occur when a relatively slow 

component reduces the performance of the overall system, even though the 

remaining components are fast. Equally, Single Points o f  Failure (as discussed in 

section 4.1.1) should be eliminated in order to design a balanced system.

One method of ensuring a balanced design is by following Amdahl Law [62]. For 

example, Figure 4.18 shows an application program which is divided into two 

types of computational structure: part X  and part Y. Combined, the two 

components take X% + Y% of the total execution time

Figure 4.18: Total Execution Time

If part X is improved to run n times faster, the speedup S  is defined.

Original Time 1 1
s  = -------  = ------------------------------------ >

Improved Time (X  / n)% + 7% Y

For example: consider a system which has an execution time of X equal to 60% 

and Y equal to 40%. If X were improved to run 3 times faster, the speed up of the 

system would be 0.0167%.

0,167% = ° r ig in a l Tim e =  I > 1
Improved Time (60 / ri)% + 40% 60

The implications of the above computations show that:

•  The methods of component X will execute more often, and is a good 

candidate for optimisation (i.e. speed up the common areas).

•  The optimum speedup of the application has an upper boundary of 1/Y.

•  The slow component Y is the bottleneck. Y should be made as small as 

possible.
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•  As illustrated above, in order to achieve a relatively insignificant 

improvement of 0.0167%, it was necessary to improve X to run 3 times 

faster. There may be a trade-off between the resources required to 

improve an application, and the improved execution time.

4.4.3.3 Principle of Design for Scalability

When designing a system, scalability should be the main objective from the start 

of the design process, rather than as an afterthought at the end. The design should 

have provisions so that the system can scale to achieve greater performance, or 

scale downwards to allow greater cost-effectiveness. There are two approaches to 

designing for scalability:

Overdesign: As the name implies, upon design the system should not only 

satisfy the minimum requirements it was designed for, but also include 

additional components that allow for scaling in the future. While the extra 

components may seem superfluous at the design stage, they should allow for 

a smooth migration into future scaled up systems. For example, if an 

organisation needs an 8-CPU (Central Processing Unit) server, it is 

recommended that a 16-CPU server be purchased, and only 8 CPUs be 

installed into the server [53]. If an 8-CPU server is purchased and fully 

utilised, when the organisation needs to scale up to 16 CPUs, it may have to 

buy an additional server. It is important to note that overdesign may be more 

costly upfront, but should result in greater long-term savings.

Backward Compatibility: In some ways, backward compatibility would 

seem to be the opposite of overdesign. In this approach, the requirements of a 

scaled down system are taken into consideration. An example would be a 

system with a new, faster processor. The new processor should still be able to 

execute code and run applications designed for older, slower processors. It is 

important to note that when designing for backward compatibility, not all 

components of the old system need to be kept -  obsolete components should 

be discarded.
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4.5 Disaster Recovery

Disaster Recovery (DR), and Disaster Recovery Planning (DRP), consists of a set of 

activities aimed at reducing the likelihood - as well as limiting the impact - of 

disaster events on critical business processes [63]. The ability to quickly recover 

client data after a disaster is becoming an increasingly important component in 

delivering high levels of availability in an ASP environment. A disaster is an event 

that causes an interruption of mission critical information services to a firm. 

Normally, in a disaster situation, users are aware that an outage has occurred. The 

duration of the outage is mainly dependent on the recovery solution, which can be 

measured by two different components [50]:

• Data Loss: This represents the loss of data an organisation has i.e. how much 

work must be re-executed once the system is recovered.

• Service Loss: This represents the loss of computing experienced from the 

moment of disaster up to the moment when a system has been recovered.

However, it is worth noting that, what constitutes a disaster for company A, may not 

necessarily be a disaster for company B [64]. For example, a hard disk failure on a 

PC might be a disaster for a small firm if  that PC managed the firms’ accounts, but 

might not be a disaster to a much larger organisation. Indeed, a Disaster Recovery 

plan suitable for a large organisation may not be achievable for many Small and 

Medium-sized Enterprises (SMEs). Many SMEs simply do not have the resources for 

Disaster Recovery -  from the hardware / software required to implement a Disaster 

Recovery plan, to the properly trained IT personnel to execute the plan in the event 

of a service outage.

Regardless of size, when implemented correctly, a proper DR plan allows for a quick 

restoration of an organisations’ IT services, by making a backup of servers and files 

critical to the organisation and quickly restoring those files in the event of a disaster. 

A good example of an extremely efficient disaster recovery plan was seen in the 

wake of the September 11th 2001 terrorist attacks on the cities of New York and 

Washington. The New York Board of Trade (NYBT), whose office was located
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adjacent to tower 2 of the World Trade Center in Lower Manhattan, New York, 

suffered complete buildings and systems destruction. However, due to a 

comprehensive DR plan, by 8pm that evening the NYBT was ready to resume 

trading [53], While the NYBT was a commendable example of a good Disaster
— t h  •Recovery plan, it was estimated that prior to September 11 , only one in five 

Companies in the New York area had a disaster recovery plan [65].

While a DR plan is essential, there are two main factors that hamper the disaster 

recovery effort [66]. Firstly the daily growth of business information, results in more 

and more data to be backed up. Due to the increasing need for services to be 

operational twenty-four hours a day / seven days a week / three hundred and sixty 

five days a year, the optimal time available to backup data has shrunk dramatically. 

Secondly, customers expect services to resume rapidly after a business disruption - 

regardless of the circumstances. From a financial and resource standpoint, larger 

organisations are better equipped to provide speedy recovery than small or mid-size 

organisations. There are two main factors that support this assumption. Firstly, many 

small and mid-size organisations have little or no dedicated IT personnel to enable 

them to respond quickly to business interruptions. Secondly, it is common for 

smaller organisations to house all of their business data on one server, with the result 

that if that server goes down, all business operations cease until the server is fully 

restored.

4.5.1 Full Vs Incremental Backups

Marcus & Stem [53] contend that backups are the heart of any design of critical 

systems. Handled properly, they represent the last line of defence against just about 

any catastrophe. Backing up files means copying files to a second medium, which 

can be a disk or a tape, as a precaution in case the first medium fails. Because even 

the most reliable computer will break down at some stage, it is vitally important 

that files are backed up regularly. Ideally, at least two copies of the backups are 

made. One copy should be stored close to the servers that are backed up. In the 

case of a disaster like a hard disk crash, the backups are on hand for quick 

recovery. A copy of the backup should be stored off-site, in a different location to 

the servers. In the event of a critical failure where the servers and backups are
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destroyed, having a copy of the backup in a different geographic location means 

that not all data is lost. Many companies may take daily backups but might just 

makes copies for off-site locations only once or twice a week or less frequently. It 

is important that the copies of backups are up to date, unless the organisation can 

cope with losing a week, or months, worth of business data. Some especially 

paranoid organisations make a second copy of the backups and store them in 

different countries or continents, to guard against a catastrophic countrywide 

disaster but the cost of implementing this may be prohibitive to most organisations.

It is recommended that every file, on every system, should get backed up, 

regardless of how trivial the file may seem. The general rule of thumb is that if a 

file could ever be needed in the future, or if  it would take time for a user to recreate 

data in that file, then the file should be backed up. Special care should be taken to 

ensure that hidden files, and System registries, are also backed up. However it is 

not enough to just backup an organisations server. It is also essential that a backup 

include desktops and especially laptops. It is estimated that up to 60% of all critical 

data is stored on laptops [53]. Given that laptops are portable, and as such are 

susceptible to breakage, being dropped, theft etc, it is especially important that 

their contents are backed up.

A full backup is a backup where every bit of data on an organisations system is 

copied to backup media. However a full backup of a system is time intensive, and 

copies all data regardless of whether it has changed since the last backup. An 

alternative to daily full backups is an incremental backup, which only backs up the 

data that have been modified since the previous backup. There are two approaches 

to incremental backups:

Cumulative Incremental: In this backup, all data that has changed since the

last full backup is backed up.

Differential Incremental: In this backup, all data that has changed since the

last differential, or full, backup is backed up.
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Differential backups are faster than cumulative backups as they backup less data. A 

typical incremental backup schedule is detailed in Figure 4.19 (Adapted from [67]).

Friday Weekend Monday Tuesday Wednesday Thursday

Figure 4.19: Incremental Backup Schedule

While daily full backups are more time intensive, their main advantage is evident 

in the aftermath of a disaster. With a full backup only one set of backup media are 

generated. In the event of a disaster, only one full restore operation needs to be 

carried out in order to completely re-establish an organisations data system. 

However, with incremental backups, there is more than one set o f backup media. 

When restoring incremental backups, the last full backup needs to be applied first, 

followed by each additional incremental backup in sequence. For example, 

consider an organisation that perform a full backup on the 1st of every month, and 

then perform an incremental backup every other day of the month thereafter. If 

their system were to suffer a disaster on the 30th of the month, in order to complete 

the restore process they would need to apply 1 full backup, and 29 incremental 

backups. This is a time consuming exercise, and can be prone to mistakes.

4.5.2 Commercial DR Software Features

There are many commercial software products available that aid backup and 

restore operations. Regardless of the supplier, the following are desirable features 

in a commercial DR product.

4.5.2.1 Complete Hardware Usage

As discussed in section 4.5, due to the frequent continuous operation of some 

applications, the available window for data backups can be quite small. 

Therefore, an important feature of a commercial DR product is the optimal usage 

of backup equipment. For example, if  backup media had a maximum write speed
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of 1.5 Megabytes per second, but the DR product in use could only write to the 

media at a speed of 1 Megabyte per second, then this is an inefficient use of 

hardware. Good backup software should drive the hardware to its maximum 

capacity.

4.5.2.2 Hot Backups

In an ideal world, an organisation should be able to backup files and databases 

without taking them offline, and without a performance degradation to the user. 

This is known as a ‘Hot Backup’. However, in a production system, the demand 

for continuous operation means that the window of time available for backups 

has diminished considerably [63]; backups may be difficult if users are accessing 

files while a backup is taking place. Many products advocate temporarily taking 

a system offline prior to a backup, in order to get the data into a consistent state, 

making a backup, and then bringing the system back online. While the system is 

down for backup, users will not have full access to the data. In most cases, read 

access will still be granted, but write access will be revoked for the duration of 

the backup. Ideally the time in which the data is in read only mode should be 

minimised as much as possible to avoid disruption to users. Another solution to 

backing up files in use is to only back up the files not in use, and log any open 

files. When the file, database table etc next becomes stable, it is then backed up.

4.5.2.3 Open Tape Format

In a disaster situation, the system administrator, or person charged with carrying 

out the systems recovery operation should be able to read and restore tapes 

without needing specialised or proprietary hardware or software. If however the 

software required for restoration needs a licence key for operation, it is vitally 

important that this information is stored with the backup files and is replicated in 

any off site location. In the event of the total destruction of an organisations 

building, existing licence keys may also be lost. Any delays in obtaining software 

or licence keys will increase the systems Mean Time to Repair (MTTR) [53].

4.5.2.4 Centralised Management

It should be easy to administer an entire backup environment from a single 

console, rather than from dispersed consoles throughout the organisation. Many
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products also offer a Web enabled management console, which allows remote, 

centralised management of storage servers from any location worldwide. This 

helps reduce expenses and operating errors and simplifies administration. 

Centralised management also allows for the generation of reports that are 

considerably more accurate than reports collated piecemeal from scattered 

locations.

4.5.2.5 Quick Disaster Recovery

Some DR products require rebuilding their media databases or catalogs before a 

post-disaster recovery can begin. In this scenario, should the catalog rebuilding 

also require pre-reading every tape in the library, it can add hours, if  not days, to 

the recovery process. Therefore it is vitally important that an organisation knows 

and understands the entire process involved with system recovery, not just the 

process involved in making backups.

4.5.2.6 Hardware Support and Flexibility

Implementing a site-wide backup and restore environment can be very cost 

intensive, and the DR budget may not stretch to brand new tape hardware, or 

even in some cases to brand new tapes. Therefore, it is important that a 

commercial DR product has backward compatibility with existing backup 

hardware.

4.5.2.7 Mature Products with Reference Sites

It can be a good idea to purchase products that are well established, with a 

proven track record of successful implementation, rather than new or start-up 

solutions. Given that established products tend to come from larger companies, 

these companies may provide telephone support, on site support, informative 

websites, user groups, user conferences etc. Because of these established support 

structures, it may be easier to get assistance from many diverse viewpoints. 

Equally, mature products have generally been tested more rigorously, and 

improved upon, over time.
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4.5.2.8 Multiple Platform Support

When purchasing DR products, it should be possible to purchase one solution 

that can back up and restore all major platforms, such as Windows, NetWare, 

UNIX (including Solaris, HP-UX, AIX, Tru64), Linux (including Red Hat, 

SuSE, Turbo Linux), Max OS X, VMS etc. An organisation should not need to 

purchase one backup solution for PCs running Windows, and another for Solaris 

boxes, and a third for your Novell servers etc.

4.5.3 Seven Tiers of Recoverability

The Seven Tiers of Recoverability is a guideline to Disaster Recovery, whereby 

seven tiers of recoverability were ranked based on the recovery method used and 

recovery time taken after a disaster [50]. The IBM association SHARE is an 

independent, volunteer-run association, providing IBM customers with user-driven 

education and resources to make enterprise-computing specialists more effective 

professionals [68]. SHARE has been in existence since 1955, shortly after IBM 

released its first computer, when a group of interested IT professionals decided to 

band together to ‘share’ ideas about how best to install and implement IBM’s new 

release. At the 1992 SHARE conference, the Automated Remote Site Recovery 

Task Force presented seven tiers of recoverability:

4.5.3.1 Tier 0 -  No Offsite Data

This tier provides the lowest level of Disaster Recovery preparation. Very little 

planning is made for saving or replicating information, gathering DR 

requirements, the establishment of a backup hardware platform, or development 

of a ‘Plan B \

Typical Recovery Time: The length of time from disaster to recovery at this tier 

can be unpredictable. In some cases, recovery may be impossible.

4.5.3.2 Tier 1 - Pickup Truck Access Method (PTAM)

At Tier 1 (Figure 2.20 adapted from [50]) an organisation has developed a 

(limited) contingency plan, has backed up required information and stored this 

information at an off-site location.
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Figure 4.20: Tier 1 Recovery

m
Daily 

Solution

The organisation had begun to determine recovery requirements and may, at this 

stage, have established a backup site.

Typical Recovery Time: The length of time from disaster to recovery at this tier 

is usually more than a week.

4.5.3.3 Tier 2 -  PTAM & Hot Site

Tier 2 is made up of the requirements of Tier 1 as well as a backup platform with 

sufficient hardware and network support for the organisations critical business 

applications. See Figure 4.21 adapted from [50].

Daily at Recovery Time

Figure 4.21: Tier 2 Recovery Solution

Typical Recovery Time: The length of time from disaster to recovery at this tier 

is usually more than one day.

4.5.3.4 Tier 3 - Electronic Vaulting

Tier 3 is made up of the requirements of Tier 2, as well as support for electronic 

archiving of some of the organisations critical information. The receiving 

hardware must be physically separate from the primary site and the data stored 

for recovery after a disaster. Figure 4.22 adapted from [50].
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Figure 4.22: Tier 3 Recovery Solution

Typical Recovery Time: The length of time from disaster to recovery at this tier 

is usually one day.

4.5.3.5 Tier 4 - Active Secondary Site

A CPU at the recovery site, as well as bi-directional recovery makes up tier 4, 

which is a follow-on from the requirements of Tier 3, as well as the introduction 

of active management of the recovery data. The receiving hardware must be 

physically separated from the primary platform. Figure 4.23 adapted from [50].

Bandwidth connection
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Figure 4.23: Tier 4 Recovery Solution

Typical Recovery Time: The length of time from disaster to recovery at this tier 

is usually up to one day

4.5.3.6 Tier 5 - Two Site Two Phase Commit

Tier 5 is made up of the requirements of Tier 4, as well as allowing database 

updates to be applied to both the local and remote copies of the databases with a 

single commit. A commit is not completed until both the primary and secondary 

locations are updated. Tier 5 requires hardware on the secondary platform with 

the ability to automatically accept the workload of the primary site during an 

outage. Figure 4.24 adapted from [50].
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Figure 4.24: Tier 5 Recovery Solution

Typical Recovery Time: The length of time from disaster to recovery at this tier 

is usually less than 12 hours.

4.5.3.7 Tier 6 - Zero Data Loss

At Tier 6, organisations exhibit zero data loss in the aftermath of a disaster, due 

to the immediate and automatic transfer to the secondary site. Figure 4.25 

adapted from [50].

Data Sharing 

Figure 4.25: Tier 6 Recovery Solution

Typical Recovery Time: The length of time from disaster to recovery at this tier 

is usually a few minutes.

As with various availability paradigms, the ability of an organisation to achieve 

Tier 6 recovery is directly proportional to the amount of money the organisation is 

prepared to invest in Disaster Recovery. Figure 4.26 (Adapted from [50]) illustrates 

the data loss and service loss aspects of each tier of the recovery solution.
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Figure 4.26: Data Loss & Service Loss

4.6 Singl.eView and Billing4Rent

The Billing4Rent (B4R) project provides the real world platform on which 

recommendations or proposals arising out of this body of research will be 

implemented. The B4R project will be built upon the Singl.eView [69] billing engine 

from Intec. Singl.eView is an large-scale enterprise solution, for Tierl and Tier2 

service operators -  as an example of Singl.eView’s scale, Intec recently (2005) won 

a US$15 million (€11.9 million) contract with a leading African operator to provide a 

billing system to support over 7.7 million pre and post-paid subscribers [70]. 

Accordingly, the following summary details are necessary to provide an overview of 

Singl.eView - its relevance will be shown in the Thesis Contribution section of this 

dissertation.

Singl.eView is a scalable, highly available billing and rating solution that allows 

service providers to design, deliver, and bill the products and services their 

customers subscribe to. Singl.eView provides modules for rating, discounting, and 

bill production. Rating is the process in which events (i.e. telephone calls, internet 

usage etc) are converted into rated events, using tariffs that have been defined for a 

particular service or customer. Billing is the process whereby rated events are 

processed to generate billing information. Generally the result is a set o f invoices, 

which can either be sent electronically to the customer or printed for postal delivery.
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Singl.eView’s ‘out-of-the-box’ configuration is an enterprise wide solution designed 

to manage the billing and rating of large-scale global Tierl and Tier2 service 

providers such as Deutsche Telekom, Virgin Mobile etc. However, the costs 

associated with implementing Singl.eView are prohibitive for many smaller Tier3 

and Tier4 service providers. Consequently, the Billing4Rent project proposes to 

modify Singl.eView to deliver a hosted billing solution, which can be accessed on a 

subscription / rental basis (see Figure 4.27).

B 4 R  C l i e n t  1 B 4 R  C l i e n t  2 B 4 R C l i e  n t  n

Figure 4.27: Billing4Rent / Singl.eView n-Tier Architecture

In the past, Singl.eView has been targeted at Tierl and Tier2 operators. Billing4Rent 

will allow Intec to focus on lower tier operators and hence move into a new market 

segment. As more and more networks are moving towards consolidated IP based 

technology [36] (witness the recent emergence of VOIP phone calls over broadband 

Internet, or streaming video on mobile handsets), as well as the constant change and 

evolution of mobile phone pre and post payment packages, a secure cost-effective 

converged billing solution is essential for service providers of any size. As a measure 

of the enormous potential of the Billing4Rent solution, the ‘Innovation Partnership’ 

proposal document [1] conservatively estimated a monthly, recurring revenue stream 

of € 2,500,000. This figure is broken-down as follows:

Number of Clients subscribing to Billing4Rent: 500

Number of Customers per Client: 5000

Monthly rental fee per Customer: €1

Potential monthly revenue for Billing4Rent: €2,500,000
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4.6.1 SingLeView Components

Figure 4.28 illustrates the components of Singl.eView (adapted from [71]).
r

Dynamic Transaction Management \

SingLeView Convergent Billing Singl.eView Customer Management Singl.eView Financial Assurance

V

Service Management (Always-On Services)
Payments

Voucher

mPay
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Singl .eView Lifecycle 
Management Siite

Singl.eView Commerce Eng ne

Payments

Telephony Utilities

Finance Ticketing

Transport Other

Any Service Delivery Platform

IT Network Vending Machine Cable Other

Customer Interface
\

Phone PDA Web / Internet Shop

/
Figure 4.28: SingLeView Components 

The following points illustrate important Singl.eView components:

4.6.1.1 Convergent Billing
The rating and transaction engine within the Convergent Billing module is the 

most important module in Singl.eView. It manages transactions (i.e. phone calls, 

broadband usage) in real-time using business rules specified by the service 

providers. Convergent Billing features:

• Only one solution is necessary, regardless of product, service, delivery 

network, customer type, or payment method. For example, this allows a 

provider offering phone and Internet service to utilise a single billing 

solution.

• The flexibility to process and rate transactions in real-time, or as a batch in 

times of low-usage.
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• Real-time processing that not only protects transactions from errors and fraud 

but also allows accurate up-to-the-minute information on revenue and 

customer accounts.

• Singl.eView is expression-driven, which means service providers can easily 

configure the solution to grow and evolve with changing business needs.

4.6.1.2 Customer Management

Customer Management is an application allowing clients to store all customer 

information in one place. It allows clients to create and manage all customer 

information, from Prospect Management (initial customer contact with client 

company) and Marketing Campaigns, through to Treatment and Collections 

management. Customer Management features include:

• Campaign Management: facilitates tailoring Marketing Campaigns to target 

specific consumer groups, potentially increasing uptake and reducing the cost 

of sales.

• Sales Support: during interactions with customer support staff, real-time 

guidance (in the form of screen-pops) can be given to agents on opportunities 

for selling new products, or premium versions of existing products.

• Contact Management: a comprehensive contact history is stored regardless 

of the customer interaction (phone / email / web), which ensures that follow- 

ups are targeted, for reduced time-to-sale and increased customer confidence.

• Payment Assurance: provides complete functionality for Payments, 

Collections, Adjustments, invoice disputes and Promises-to-Pay.

• Analysis And Reporting: provides built-in or ad-hoc reporting and analysis 

to enable complete management of customers, and the clients organisation 

overall.
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4.6.1.3 Financial Assurance

Financial Assurance provides clients with a complete view of customer and 

supplier transactions, enabling them to better manage their business, as clients will 

have complete and up-to-the-minute data. Financial Assurance is a reporting and 

error management application consisting of three main features:

• A reporting framework to create and modify data collections and database 

views.

• A process in which business users can report on underlying data enabling 

service providers to minimise lost revenue and maximise return on 

investment by monitoring and controlling revenue streams in real-time.

• A single user interface to prioritise, test and bulk-reprocess event errors.

4.6.1.4 Lifecycle Management Suite

The suite provides an XML based catalogue, tools, and wizard interfaces to 

populate and manage product information.

• SingLeView Catalogue: The catalogue is a repository for all Singl.eView 

product data. Singl.eView Lifecycle Management Suite allows any 

suppliers (a client has) to publish to the product catalogue, enabling the 

supplier to validate, modify, and deploy their products as integrated 

offerings with the clients’ own products.

• SingLeView Workbench: The workbench is the client front-end, which 

utilises wizards to set up common products. The wizard is used to capture 

variable information. Using a ‘Build Once, Deploy Many’ model means 

that intricate business processes are automated for future use.

• SingLeView Configuration Tools: These tools manage the catalogue 

data, including the processes for it to be transferred from one environment 

to another. It also provides the tools to create the wizards that are used in 

the workbench.
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4.6.1.5 Commerce Engine

Singl.eView’s Commerce Engine allows service providers to offer the same level 

of service regardless of product type: prepay or post-pay mobile, dial-up or 

broadband Internet. Singl.eView Commerce Engine features:

• Authentication And Authorisation: Real-time authentication of users; 

their account balances and eligible services is determined up-front during 

service encounters.

• Real-Time Rating And Discounting: Singl.eView Commerce Engine 

works in conjunction with the Rating and Transaction Engine to calculate 

charges, and ensure the customer has the necessary funds. Fixed charges 

can be applied to discrete functions (e.g. downloading games), while 

incremental charging can be used for time or other variable dependent 

transactions.

• Balance Management: Customer balances are checked throughout a 

transaction to ensure there is available credit. If the customer has multiple 

accounts, they can select which account is to be used.

• Payments And Settlements: Singl.eView Commerce Engine provides a 

variety of payment methods (banks, credit cards, post-paid and prepaid 

accounts).

4.6.2 SingLeView Availability and Scalability

Singl.eView supports scalability by allowing application server processes to be 

split across multiple servers. Processes such as billing, reporting, invoice 

generation etc can be run in parallel, resulting in increased processing performance 

and efficiency.

In terms of High Availability, Singl.eView supports clustering, component 

redundancy and data replication. Redundant components and data replication allow 

upgrades and changes to be made without loss of service. Similarly, replication
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allows the failover from a master server to a backup server during a service outage, 

with a transparent continuity of service to the end users. Finally, Singl.eView also 

supports Oracle RAC (Real Application Clusters). Oracle RAC allows multiple 

computers to run the Oracle RDBMS software simultaneously while accessing a 

single database [72].

4.7 Chapter Summary

While chapter three presented an overview of Application Service Provision in 

general, the aim of this chapter was to present a picture of High Availability, 

Scalability and Reliability, and their importance not just in an ASP environment but 

also for any application environment. In a survey conducted by the ITAA of key user 

expectations with respect to Application Service Provision, over 80% of respondents 

cited guarantees on network reliability as a very important feature of Service Level 

Agreements (SLAs) between ASP and clients [15]. Consequently, this chapter 

documented the origins of High Availability and gave an overview of the metrics 

used to evaluate the availability of an application to its end users. It was shown that 

many organisations have a desired level of 99.999% application availability. This 

level of availability (commonly referred to as ‘five nines’) equates just 31.5 seconds 

downtime in a year, or only 605 milliseconds a week!

Also examined in this chapter was clustering. Clustering is the process in which two 

or more machines are connected together in such a way as to act like a single 

computer. Clusters can automatically detect and recover from server or application 

failures, allowing routine planned maintenance without the need for server or 

application downtime.

This chapter examined Scalability - the ability of a system to maintain or increase 

performance under an increased load when resources are added. The drivers of 

scalability were highlighted, as well as the four types of scalability (i.e. load, space, 

space-time and structural). Common scalability architectures and design principles 

were also covered.
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An important area of High Availability - Disaster Recovery - was also addressed in 

this chapter. The merit of full versus incremental backups was discussed, as was the 

(desirable) features of commercial Disaster Recovery Products. Also illustrated was 

the Seven Tiers o f  Recoverability (a tiered approach to Disaster Recovery) advocated 

by the IBM association SHARE, where each tier was ranked based on the recovery 

method used, as well as the time taken for recovery. Finally, this chapter provided an 

overview of Singl.eView (the transaction management platform from Intec), which 

will provide the backbone of the Billing4Rent ASP service. Singl.eView is a billing 

and rating solution that allows service providers to design, deliver, and bill the 

products and services their customers subscribe to. The various components that 

make up Singl.eView were examined, as well as Singl.eView’s ability to support 

scalability (by allowing application server processes to be split across multiple 

servers) and high availability (by supporting clustering, component redundancy and 

data replication).
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Chapter Five: Proposed Framework

This chapter describes the proposed ASP framework for Billing4Rent. The 

Billing4Rent (B4R) project provides the platform on which recommendations or 

proposals arising out of this body of research will be implemented, and allows these 

proposals to be objectively analysed and quantified. Consequently, an online B4R 

Billing ‘prototype’ was developed in order to incorporate all these recommendations 

and allows these proposals to be analysed and quantified in an objective manner. 

This chapter will address the following areas:

• The functional requirements for developing the Billing4Rent project will be 

outlined, as well as the technical objectives and challenges.

• An overview of the B4R prototype. The prototype consists of a B4R client 

website, where clients can add, remove, update customers, products / 

services, and invoices.

• The design and development of Availability and Scalability components for 

the B4R ASP will be detailed and objectively examined. An ‘Administrative 

Interface’ was created in order to administer Billing4Rent and to incorporate 

these availability and scalability components. The Administrative Interface 

allows authorised B4R personnel to create and manage user accounts for 

clients. Potential clients must contact Billing4Rent, and their eligibility for 

subscribing to B4R services is evaluated against any criteria for joining B4R 

deem necessary. From the Administrative Interface, authorised personnel can 

create users, view statistics relating to B4R storage media (i.e. Database or 

Filesystem) usage, as well as view audit and error logs and launch a 

Monitoring program which collects statistics about Billing4Rent such as page 

hits, page completion times etc

• Recommendations for Availability and Scalability of the B4R ASP will be 

documented: a Proposed Network Architecture, Code Optimisation for 

Improved Performance and Disaster Recovery Guidelines.
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5.1 B4R Functional Requirements

The follow ing functional requirem ents are adapted from  the B illing4R ent 

‘Innovation P artnersh ip ’ proposal docum ent [1]. The goal o f  the  B illing4R ent pro ject 

is to  bu ild  an  A SP hosted billing  service p latform  -  to  be know n as the  M usketeer 

Platform  -  based on  Singl.eView  com ponents, as w ell as w eb services technologies. 

The W 3C  [73] define W eb Services as follow s

“ Web services provide a standard means o f  interoperating between different 

software applications, running on a variety o fp la tform s and /  or frameworks. 

Web services are characterized by their great interoperability and  

extensibility, as well as their machine-processable descriptions thanks to the 

use o f  XML. They can be com bined in a loosely coupled w ay in order to 

achieve complex operations. Programs providing simple services can interact 

with each other in order to deliver sophisticated added-value services

B illing4R ent w ill be  designed to  a llow  functionality  to  be added during several 

iterations and w ill a llow  service providers to:

•  A utom atically  generate and test tariffing  schem as fo r their products.

•  D eploy and m anage tariffing  schem as v ia  a  w eb-based U ser-Interface (UI).

•  U pload  custom er usage records to  B illing4R ent v ia  secure w eb  services 

interfaces.

•  Perform  rating and discounting, electronic b illing  and Paym ents.

•  M onitor and generate reports on  usage and  earnings.

Successful developm ent and deploym ent o f  B illing4R ent w ill require  a  num ber o f  

technical challenges to  be addressed. The m ain  challenges, as outlined by  the 

‘Innovation Partnersh ip’ are:

• Usability: O ne o f  the reasons c ited  fo r the adoption o f  the A SP business 

m odel (outlined in  Section 3.3) is the  elim ination  o f  the need  fo r Sm all /  M id- 

S ized service operators to  em ploy IT  sta ff w ith  specific expertise in  the 

installation, configuration and  m aintenance o f  com plex b illing  products. 

B ecause o f  this, actual end-users o f  the  B illing4R ent service m ay  no t have 

experience using billing  softw are. Therefore, in  order to  m ake B illing4R ent a
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success, it is im portant tha t B illing4R ent includes intuitive, yet flex ib le user 

interfaces. A ccordingly, B illing4R ent proposes to  design stateful w eb-based 

user-in terfaces for the creation  / configuration o f  tariffing  schem a, invoice 

layouts, report contents / p resen tation  and o ther configurable elem ents.

• Error Handling: A s w ith  any service w here financial data  is generated  and

utilised , it is v ital the data  from  w hich  invoices are generated is correct. The

B lling4R ent A SP services m ust include robust error hand ling  to  detect and

rectify  a  w ide range o f  faults and error conditions. In addition, the  user 

in terfaces m ust be carefully  designed  to  ensure th a t incorrect or inappropriate  

configurations are not applied  to  the service.

• Dynamic Tariffing Schema: A  desired  feature o f  a  b illing  service is the

ability  to  im plem ent dynam ic tariffing  schem a w hich  can be autom atically

adjusted in  reaction  to service usage.

• Security: C ustom er usage data  is an  im portant source o f  b illing  inform ation

for a  service provider; therefore, th e  transfer o f  such  data  securely to  an 

external A SP w ill raise significant security-related concerns (e.g. H ow  w ill 

the  transfer o f  data from  the  c lien t to  B illing4R ent across the In ternet be 

secured? H ow  w ill the in tegrity  o f  custom er data  stored by  B illing4R ent be 

ensured?)

• Availability & Performance: A vailab ility  and Perform ance o f  the

B illing4R ent A SP service w ill be a  key  issue for po ten tia l clients. D ue to  the

large volum es o f  data  to  be p rocessed  - and the  po ten tia l revenues involved - 

there  m ust be near continuous up tim e o f  the B illing4R ent A SP w hile  the 

service should  also operate correctly  and w ith in  an  acceptable response tim e.
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5.2 Billing4Rent Prototype

The B illing4R ent developm ent team  com prised  o f  five m em bers, w ith  tw o located in  

Galw ay (at the G alw ay-M ayo Institu te o f  Technology (G M IT)), and th ree  located in  

W aterford (at the Telecom m unications Softw are & System s G roup (TSSG )). The 

G M IT team  concentrated  their efforts on  the  research  and  developm ent o f  tw o areas 

identified  by  the  pro ject p roposal as being  relevant to  the A SP m odel: Security and 

Performance. In  parallel to  these efforts, the TSSG  team  had  responsib ility  for 

developing the B illing4R ent U ser Interface (UI), as w ell as custom ising  Singl.eV iew  

to support m ultip le clients and  their custom ers. D ue to  the  logical separation o f  bo th  

team s, the efforts o f  the G M IT team  w as analogous to  a  ‘b lack  b o x ’ (i.e. the  G M IT 

team  w orked  in  isolation, and developed com ponents to  p lu g  into th e  com m ercial 

B 4R  release). H ow  this w ork  w as com pleted  w as o f  little  consequence to  the second 

B 4R  team . The G M IT team  developed a  w eb-based  B 4 R  prototype in  order to  

incorporate com ponents and  recom m endations rela ting  to  bo th  Security and 

Perform ance. The follow ing sections details th is prototype, and the related  

Perform ance, A vailability  and Scalability  com ponents and  recom m endations.

The A SP w eb-based  b illing  pro to type w as developed using  Java, Java  Servlets and 

Java Server Pages (JSP) [74]. The pro to type has an  O racle 9i R D B M S [75] backend 

to store c lien t and adm inistrative data  and runs in  a  Jakarta  T om cat [76] w eb- 

container. The prototype w as developed  using  the M odel /  V iew  /  C ontroller (M V C) 

design p a tte m f . M V C  consists o f  th ree com ponents:

• Model: H olds all data, state and  application  logic.

• View: Provides a  p resentation  o f  the  m odel.

• Controller: D efines the  w ay the  U I reacts to user inputs.

B illing4R ent encom passes all th ree  o f  the above com ponents. H ow ever these 

com ponents are decoupled to  increase flex ib ility  and reuse [77] — for exam ple, the 

B 4R  prototype allow s the  O racle database to  be in terchangeable w ith  another data

f  A  design  pattern relates to the use o f  a  solution  (or a partial solution) that so lves a design  problem  

that keeps occurring across projects. A  design  patterns purpose is to  cod ify  existing design  know ledge  

so that developers do not constantly ‘re-invent the w h ee l’.
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storage m edium  etc. F igure 5.1 show s the  B illing4R ent pro to type hom e page.
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Figure 5.1 : B4R Prototype Home Page

The B illing4R ent c lien t site provides details about B illing4R ent (including a 

b iography o f  the  organisation, latest new s, s ta ff  vacancies etc). The site also provides 

a  client login  page, w h ich  clients can  use to  access their data, as w ell as a  link  to the 

B illing4R ent ‘adm in’ interface. In  order to  subscribe to B4R , the  prototype provides 

a ‘contact u s ’ page (Figure 5.2), w hich  lists the various m ethods available to  contact 

B illing4R ent.
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Figure 5 .2 : B4R Contact Details
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This allow s an  au thorised  officer o f  B illing4R ent to  appraise po ten tia l n ew  custom ers 

to  ensure they  m eet any criteria  B 4 R  deem  necessary  fo r jo in ing . O nly  at th is po in t 

are clients g iven a  usernam e and passw ord. C lients can  th en  gain  access to  

B illing4R ent v ia  the ‘C lien t L ogin’ page (Figure 5.3).
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Figure 5.3: B4R Client Login

A fter logging in, clients are p resen ted  w ith  the c lien t hom e page (Figure 5 .4 )...
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Figure 5.4: B4R Client Home

- 8 4 -



C h ap te r 5 P ro p o sed  F ram ew ork

The hom e page provides links from  w hich  clients can perform  various actions (see 

A ppendix  4 for a  selection o f  B 4R  prototype screenshots):

1) Display Client Details: This option d isplays all details for the  currently  

logged in  client.

2) Update Client Details: B y selecting th is option, the  client can change 

som e, o r all, o f  their recorded details including  their address, phone 

num ber, e-m ail address, passw ord  etc. The only field  tha t cannot be 

changed is the  Client ID , w hich  is unique to  each client.

3) Display All Customers: A  clien t can d isplay a  list o f  all o f  the custom ers 

w ho subscribe to  their products o r services. B y clicking on  an  individual 

custom er, the  client can  retrieve m ore detailed  inform ation  fo r that 

custom er, including address, phone num ber, e-m ail address etc.

4) Register New Customers: This screen allow s the  c lien t to  add new

custom ers and record  appropriate contact details for tha t custom er.

5) Update Existing Customers: This option allow s a  client to  update 

details relating to  one, or m ore, o f  their custom ers. B y selecting the 

appropriate custom er from  the dropdow n list, details (including changes 

o f  address o r phone num ber) can  be recorded.

6) Delete Customers: B y selecting th is option, a  c lien t can delete all details 

for any custom er(s) w ho no longer subscribes to  the  clients products / 

services. The clien t is then  asked to  confirm  his /  her in ten tion  to  delete a  

custom er p rio r to  the custom ers details be ing  com pletely  rem oved from  

B illing4R ent system s.

7) Display All Products: This show s a  sum m ary o f  all products or services 

the client currently  provides. This screen show s the  product ID, nam e, 

unit price, and the product status. B 4R  allow s products to  be enabled  or 

disabled, w here enabled products are products or services the  c lien t is 

currently  providing, and disabled products are products w hich  the client 

is not providing at the  p resen t tim e, bu t m ay do so again  in  the fu ture (i. e.
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a  seasonal product). By clicking on  the  p roduct nam e, further details 

relating to  that p roduct are shown: a  b r ie f  descrip tion  o f  the product, tax 

applicable on  the  product, the  invoice string (the descrip tion o f  the 

product as it appears on  an invoice), and  the G eneral Ledger (GL) code 

(code corresponding to  the G eneral L edger account type involved i.e. 

A ssets, L iabilities, R evenue etc).

8) Register New Product: B y selecting th is  option, a  c lien t can create a 

new  product or service they can  prov ide to  th e ir custom ers. The 

follow ing details are recorded: P roduct ID , nam e, a  b rie f  descrip tion o f  

the product, the invoice string (the descrip tion  o f  the product as it appears 

on an invoice), un it price, tax  applicable on  the product, the G eneral 

Ledger (G L) code and the product status (i.e. d isab led  o r enabled).

9) Update Existing Products: This option  allow s a  c lien t to  update details 

relating to  one, o r m ore, o f  their products. The clien t in itially  selects the 

product to  be updated  from  a  dropdow n lis t and is then  presented  w ith  a 

page w here all details relating to  a  p roduct can be changed: nam e, 

description, invoice string, unit cost, tax , GL code and profile. The only  

field exem pt from  being  updated is the Product ID, w hich  is the unique 

identifier for tha t product.

10) Delete Products: By selecting th is option, a  c lien t can  delete a ll details 

for any product(s), w h ich  w ill no longer be prov ided  by  the  client. The 

client is then  asked to  confirm  his /  h e r in ten tion  to  delete a  product p rio r 

to the product details being com pletely  rem oved  from  B illing4R ent 

system s.

11) Display All invoices: This option allow s a  c lien t to  display details o f  

previously  generated invoices for any o f  the  c lien t’s custom ers. The 

client in itially  selects the  appropriate custom er from  a  dropdow n list and 

all invoices for tha t custom er stored on  B illing4R ents system s are 

displayed in  sum m ary form . F ields show n are custom er ID , invoice ID , 

invoice date, invoice to tal and the Purchase O rder (PO ) num ber. B y
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clicking on  the  invoice ID, full invoice details are d isplayed onscreen. 

The invoice lists the nam e and address o f  the client, as w ell as the nam e 

and address o f  the custom er the  invoice re la tes to. A s on the  sum m ary 

screen, the  invoice ID, invoice date, and the  PO  num ber are show n. The 

bottom  section  o f  the invoice details the products /  services being b illed  

for. For each  product, the p roduct ID , nam e, description, quantity  used  

and p roduct cost is listed. A ll p roducts are subtotalled, and the  aggregate 

tax  for all p roducts is shown. The final invoice to ta l is show n at the 

bottom .

12) Create New invoice: B y selecting th is option, a  client can create a  new  

invoice for a  particu lar custom er. T he clien t in itially  selects the 

appropriate custom er from  a  dropdow n list. The client is then  presented  

w ith  a  fo rm  w ith  a  un ique invoice ID, the  custom er ID, as w ell as a  field  

for entering the PO  num ber relating  to  the  invoice. A  dropdow n list 

displays all the products the custom er is subscribed  to. U sing  the 

dropdow n list and the quantity used  field , the  c lien t can add products to  

the invoice, as well as rem ove products i f  a  m istake is m ade. N o  products 

can be added tw ice to  a  single invoice. A ll p roducts are subtotalled  and 

the aggregate tax  fo r all p roducts is show n as products are  added or 

rem oved. The final invoice total is show n a t the bottom .

13) Delete invoice: B y selecting th is option, a  c lien t can delete som e, or all, 

invoices fo r a  custom er. The clien t selects th e  appropriate  custom er from  

a  dropdow n list before all invoices fo r th a t custom er is displayed. The 

client is th en  asked to  confirm  h is /  her in ten tion  to  delete a invoice prior 

to  the invoice details being com pletely  rem oved from  B illing4R ent 

system s.

14) File Upload: C hoosing th is op tion  allow s the client to  upload  a  logo 

im age file to  B illing4R ent. This logo can  then  be used  to  ‘b ran d ’ the 

clients organisation or services and can  th en  be  u tilised  fo r w eb page 

custom isation and on  generated invoices.
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15) Logout: W hen a  B 4R  clien t selects the  logout bu tton  their current 

session is invalidated.

5.3 B4R Administrative Interface

In order to  perform  adm inistrative tasks and to  incorporate and test availability  and 

scalability  com ponents, an  ‘A dm inistrative In terface’ w as developed. The 

A dm inistrative Interface is a  separate w ebsite , also  developed using Java, Java 

Servlets and JSP (and im plem ented using  the M V C design pattern). The 

A dm inistrative Interface allow s authorised B 4R  personnel to create and m anage user 

accounts for clients. A  potential client w ishing to  subscribe to  B illing4R ent m ust first 

contact B 4R  in order fo r their eligibility  fo r jo in in g  to  be evaluated. A dditionally , 

authorised B 4R  personnel can also create users, v iew  statistics relating to  B 4R  

storage m edia (i.e. D atabase or F ilesystem ) usage, as w ell as v iew  aud it and error 

logs. Finally, from  the A dm inistrative Interface, users can launch a  M onitoring 

program  w hich  collects statistics about B 4R  such  as page hits, page com pletion  tim es 

etc. A t present, the A dm inistrative Interface is launched (in  a  new  brow ser w indow ) 

v ia  a  hyperlink on  the B 4R  prototype clien t site (F igure 5.5)

p u b - himi  ....... . ^ — — — ■ .

g le  tfew  F g y o rte s  Took Hefc

Q a d i -  x  Z \ y

Link to B4R Admin Interface

I*! 1 i Q  *  C a r e e r s

Bifling-IE'.erU is a  busy energetic oignnisation, which o ffe i? challenging!oies for suitably
nnaltfwnl iiK-Wuhiak it. a .'ivnamir jjnfi r>iv>»rhw finwrraimpnt r̂ ’n’mip f.ur oiYioj pŝ iv»- li

Figure 5.5: B4R Administrative Interface Hyperlink 

W hen launched, the A dm inistrative Interface displays a  log in  dialog (Figure 5.6).



C hap te r 5 P ro p o sed  F ram ew ork

B*o & Ä  Mew Favoritos loots tH p

O - ©  • ¿1 i«| I / S©ardi Favoritas &
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Figure 5.6: B4R Administrative Interface Login

W hen users are successfully  logged in, the  hom e page is displayed (Figure 5.7)
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Figure 5.7: B4R Administrative Interface Home Page
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The hom e page provides links from  w hich  clients can  perform  various actions (see 

A ppendix 5 for all B 4R  A dm inistrative Interface screenshots):

1) Users Menu:

•  Display All Users -  W hen th is op tion  is selected , the  user can v iew  a  list 

o f  all B 4R  U sers w ith  their full nam e, usernam e, role, credential and 

profile. Profile indicates w hether the user is currently  active o r inactive. 

There are currently  tw o profiles in  B 4R , ‘adm in ’ and ‘u se r’. ‘A dm in ’ 

profile allow s full access to  the A dm inistra tive Interface. ‘U ser’ profile 

allow s the v iew ing  o f  A dm inistrative Interface pages, bu t does no t allow  

the user to  m ake any updates or alterations (F igure 5.8).

0B £dt ÿtow Fflvortfis loofc t*»lp 

O  Back -  , - x  2  j S w ch

f ü I f ittj* r/jWm, WtfjV rrt, (
Favorites

¿ j - i o  Urts *

b i nirt& 4 r e n t - c o m

Hmiu* Umi Admin CUvni Attain NtMittir» i  ouun Logout

Y o n  do  n o t  h a v e  d ie  r e q u i r e d  p r iv ile g e s  t o  a c c e s s  th is  p a g e !

Pivracy Siali iii ¿ill | Security SUUjot 'Si SO-DJ Edlms-äRenl AU lights ie

ä  Locai ttranet

Figure 5.8: No Privileges

• Register New User -  This screen allow s a  B 4R  user w ith  an ‘adm in ’ role 

to create a  new  user and record  appropriate  details fo r that user including 

nam e, usernam e, passw ord, role, credential and profile.

•  Update Existing User -  B y selecting th is option, an ‘adm in’ user can 

change som e, or all, o f  any users recorded  details. The user is in itially  

presented w ith  a  dropdow n box  contain ing  the usernam es o f  all users on 

the B 4R  system . W hen a  user is selected, details for that user including
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their nam e, passw ord, role, credential and profile  can  be am ended. The 

only field  that cannot be changed is the  Username, w hich  is un ique to  each 

user.

• Delete Users -  By selecting th is option, ‘adm in’ users can delete all details 

for any user(s). A  confirm ation  dialog is show n prior to  the users details 

being com pletely  rem oved from  B illing4R ent system s.

2) Client Menu:

•  Display All Clients -  This page displays a sum m ary o f  all c lients currently  

subscribed to  B illing4R ent. This screen show s the  nam e, usernam e, 

com pany details, role, credential and profile . B 4R  allow s clients to be 

enabled or disabled, w here enabled  clients are currently  receiv ing  B 4R  

services and disabled clients are clients w hose accounts are currently  

disabled. B y clicking on the c lien t nam e, fu rther details relating  to  that 

client are show n: com pany nam e, address, postcode, em ail address and 

contact phone num ber.

•  Register New Client -  A  po ten tia l new  B 4R  clien t in itially  contacts 

B illing4R ent and that client is th en  evaluated  as to  th e ir suitability. I f  a  

client is deem ed suitable, their details are recorded  on  th is page w here the  

fo llow ing are recorded: nam e, usernam e, com pany details, ro le, credential 

and profile.

• Update Existing Client -  T his op tion  allow s a  user to  update details 

pertain ing to  one, or m ore, B 4R  clients. By selecting the appropriate client 

from  the  dropdow n list, details fo r tha t c lien t can  be  am ended.

• Delete Clients -  By selecting th is option , details for any client(s) w ho no 

longer subscribes B illing4R ent can be selected  fo r deletion. The user is 

then  asked to  confirm  his /  her in ten tion  to  delete p rior to  the  clients details 

being com pletely  rem oved from  B illing4R ent system s.
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3) Storage Statistics and Performance Monitoring Menu:

• B4R Database Properties -  T his screen displays statistics relating  to  the 

database used for storing B illing4R ent data. A s S ingl.eV iew  runs on  an 

O racle database, O racle w as also selected  as the database for the GM IT 

B 4R  online b illing  Prototype and A dm inistrative Interface. The properties 

show n fo r the  database are: instance nam e, database version, the  date and 

tim e the database w as started as w ell as the  current status o f  the  B 4R  

database (Figure 5.9).

1 3 «Ilk A dm m lom ok  - f c w o f l  In lin e *  I N p W f * 1 4 ] x j

0 0  gdt fie« Fflvwiw lock [je t _____________ J _ * l
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A d*«s ] : Wlps^/fww.ban^fcrt.ccfnyadfin Links ”
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Client Ailrtun J S fam ati Logger !1 Logout

B4R Database Properties

t a l m N w B4R

D B V en k x 9Z04.0lis_g 05-Apt-06.1037.24 AM

ACTIVE

PnY«y iJUI<!ii?nt|3eranly ?Uienient © 3I0Î BilIing-JReiil ÂU r.ghts i îs t rv td .

'¡ §  >  j  Locai h traw t

Figure 5.9: Database Properties

• B4R Tablespace Properties -  A  database is div ided into L ogical Storage 

U nits called  tablespaces. This screen displays details relating  to  the B 4R  

Tablespace used  for storing B illing4R ent data. The tablespace properties 

show n are: nam e, size, size used , size rem aining, and the percentage 

tablespace used  (Figure 5.10).
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Figure 5.10: Tablespace Properties

B 4 R  T a b le  Sizes -  This page displays a list o f  all e leven tab les used for 

storing B 4R  data, both  c lien t specific and adm in. The num ber o f  row s in 

each  tab le  is show n (Figure 5.11).
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Figure 5.11: Table Sizes

•  L a u n c h  JA M o n  -  The Java  A pplication  M onito r (JA M on) [78] is a  free 

Java A pplication  Program  Interface (API), w hich  allow s the m onitoring o f  

production  applications (F igure 5.12).
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Figure 5.12: JAMon Performance Monitor

JA M on can be used to  identify  application perform ance bottlenecks, user / 

application interactions, track  application scalability  etc. JA M on gathers 

statistics such as hits, execution tim es (total, average, m in im um , m axim um  

and standard deviation), as w ell as concurrency inform ation  (i.e. 

sim ultaneous application requests). Perform ance m onitoring, as w ell as 

Logging on the B illing4R ent P rototype is entirely  configurable. 

Perform ance m onitoring and logging can be tu rned  on  /  o f f  by setting a 

field  in  the B4R.properiies file (F igure 5.13).
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Figure 5.13: B4R.properties
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T he properties file is read  by the  B 4R  application and, depending on the 

setting - logging and m onitoring o f  B 4R  is perform ed. For exam ple, in  each 

servlet, the B4R.properties file is read  and  the value for m o n ito rS e rv Ie t 

(either true o r fa lse)  is stored in  a  Boolean  variable. A t the start o f  each 

servlet execution, the fo llow ing  code checks the value o f  tha t variable and 

m onitors the specified code i f  m onitoring is set to  true :

import com.jamonapi.*;

public class ClientCustomerDetails extends HttpServlet {

public void doGet(HttpServletRequest request, HttpServletResponse response)
throws ServletException, IOException {

final String MODULE = “ClientCustomerDetails”; 
boolean monitorServIet = false;
Monitor mon = null;

try {
// Check if Monitoring is enabled 
if (session.getAttribute(“monitorServlets”) != null) {

// Retrieve monitorServIet value from session obj
String strMonServ = (String) session.getAttribute(“monitorServlets”);

II Convert monitorServIet string to boolean
monitorServIet = Boolean. valueOf(strMonServ).booleanValue();

}
// If monitoring Servlets is enabled, start the servlet monitor for this servlet 
if (monitorServIet)

mon = MonitorFactory.start(“Servlet -  ClientCustomerDetails”);
//

// CODE BEING TIMED
//

}
catch (Exception e) {

//
// EXCEPTION HANDLING

//
}

finally {
if (monitorServIet) 

mon.stop();
}

JA M on gathers statistics for any code that com es betw een the  startO  and 

the  corresponding stopO  m ethod. The code M onitorFactory .start(“ Servlet -  

C lientCustom erD etails”) creates a  m onitor, w ith  the label Servlet -  

ClientCustomerDetails and begins gathering m onitoring  statistics.
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Sum m ary statistics are gathered for all m onitors, w hich  are passed  identical 

labels.

JA M on can also be configured to  gather statistics w ithout altering existing 

B 4R  code. F o r exam ple, JA M on can gather statistics for all JSP  pages in  

B illing4R ent, including the  num ber o f  h its  a  page receives, the page 

execution tim es etc. In  o rder to  take advantage o f  th is feature, J A M o n ja r  

should  be p laced in  the  W ebserver’s classpath, w ith  the fo llow ing  code 

inserted  into the  B 4R  w eb.xm l:

<w eb-app>
<display-nam e>B illing4R ent Perform ance M onitor</display-nam e> 
<filter>

<filter-nam e> JSP  Filter< /filter-nam e>
<filter-class>com .j am onapi JA M onF ilter< /filte r-c lass>

</filter>
<filter-m apping>

<filter-nam e>JA M onFilter< /filter-nam e>
<url-pattem >/* .j sp< /url-pattem >

</filter-m apping>

</w eb-app>

4) L o g g e r  M e n u : extensive debugging /  logging o f  B illing4R ent can also be 

configured v ia  the B4R.properties file (see Figure 5.13, page 104). The 

B4R.properties file is read  and the  value for d e b u g  (either true o r fa lse)  is 

stored in  a  Boolean variable. W hen  an  action is perform ed, and debugging / 

logging is enabled, the action  is logged.

if (debug) {

String auditmsg = “SQL insert complete”;
log.addToLogger(B4RauditUser, “5”, MODULE, auditmsg, B4RauditDatabase); 

}

where:
• B4RauditUser is the currently logged in client
• 5 corresponds to the logging level (i.e. 1 is a critical issue, 5 is informational)
• MODULE is the module / class the log entry originates from
• auditmsg is the description of the logger entry
• B4RauditDatabase is the database the log entry is stored in
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A t present in  the B 4R  prototype a  scheduled daily  D B M S jo b  deletes all 

entries from  the B 4R  database that are greater th an  tw o w eeks old.

CREATE OR REPLACE PROCEDURE SYSTEM.B4R HOUSEKEEPING AS 
BEGIN

Delete from B4RauditLog where Date Logged < SYSDATE-7;
Delete from B4RerrorLog where Date Logged < SYSDATE-7;

Delete from B4RsecurityLog where Date Logged < SYSDATE-7;

Delete from B4RadminAuditLog where Date Logged < SYSDATE-7; 
Delete from B4RadminErrorLog where Date Logged < SYSDATE-7; 

COMMIT;

END B4R_ B4RHOUSEKEEPING;

In  a  production B illing4R ent environm ent these  records should be saved to  

a  file in order to  be archived

A u d it: V iew  A ll -  B y selecting th is option a  user can v iew  all entries in  the 

A udit Log. The audit log stores all log en tries from  the B 4R  client 

prototype and serves as an ‘audit tra il’ for each  client as he / she interacts 

w ith  B illing4R ent and executes various actions. W hen  the log view er page 

first loads no records are displayed. Instead the user can  choose to  display 

all records or ju s t d isplay  certain  records (F igure 5.14).

[ 3  P (K ArffiiHi Cor>Hï1r 'iK lO W ft IfKCflWïti HpIilfrf - I J I x l

, E *  Fgvortos i°d s 1 1

j )  £ * *  •  ' «  2  Search Favorites •  v ;

fÉ ] https://ww.bihg4rert: com/adrtn J f l ù  links *

H i«  Admin ___Stiim tirt j

User ID: [ÂÜ 3  ^ ate Logged: * ]  Status: I All j j j

ns-̂ n-ns I
I Set Filte~|

Figure 5.14: Filter Logger

U sers v iew  all records in  the log, or filter the  results by C lient ID 

associated w ith the log m essage, the date the  log entry w as logged or the 

status o f  the log entry (i.e. 1 is a  critical issue, 5 is inform ational). W hen the
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‘Set F ilte r’ bu tton  is clicked, the appropriate records are retrieved from  the 

B 4R  database (F igure 5.15).
2 f u f !  ArTiiiftComokr Mm o v iII Intèrne* ♦

Cte £de ÿew Favcrtos look tfcfc

•  j  X ,2 ' 5ewch Fa/ortos

Adckros J 1 j

b i l l in g ^ re r r t . <

I ' m  Ailntiu IIBBIuTOiiüÜSSl Si.u n  n e i 1 • I I. ottim i

User ID: JÄÜ 3  Date Logged: [ÄÜ 3  Status: | All 

B4RaadltLog

Um-ID D A S t t . IM ifc L « a r r V m i ( t

nbtxH 05-ApMK, 14:5153 PM 5 B 4 £ h n t AiUhmlkH* B4RCE*nl [nkntnj

ok* ant 05-Apr-Qfi, 14:51:55 PM 5 RdbasHwaiLogmMotlula 7«litUHon of login d*Uä* far BffiCHenl [nlcetcu]

okMDS tt5-Af»-06,14i51 J5  PM 3 RdhtuCfanil-oginModul» Tiyjngto ewmtfi lo de ib u «

ntaai» aJ-Aj*OU4Sl:36PM 5 RdbcuCStfdJ^pnModuU GoooftcUd to dtU btnl

til* e u 05-Apr-06,14J1J6PM 5 RÆm CSmiII a p J I m U t SELECT • FROM B4RCLŒNT wtm i citnlûHnhtne1 
•adtoabted-Hn»1

nkfona OS-Apr-Ofi, 14:31:50 FU 5 RdheuCbtntljig^nModul« SQL *d*rt compliU

□fcvtna 05-Apr-üß, 14J1.56 PM 5 Rl&£l^lÌRliÌ0|)oUoilU|t PmivohW do HOT bhUM

nktan* Q5-Apr-06,1451:56 PM 5 RdbafCbeniLogmModuk Validation of logia detadi for B4RCïetd [do ti» ] fvbd

okMftt Q5-Apr-06.145156 PM 5 RfRwCteiilngnModuk A b a t

Disant OtMpsUK. 145156 PM 5 RdtNuCIuniLoÿiUodutt Logout

ckeat» 05-Apf-ûfi, 145206 PM 5 RdhgjCbnll ügniioilulfl Connected to dal*b«sel

nia to* QJ-Afa-06,14-52.06 PM 5 RdbßuCS*ntLogj]Moduli P u * irad i u k b t

nkaiDe 05.Apr.04,145106 PM 5 RdhnaCEanUjjpnModoU UPDATEB4RCLŒHT ta th t t  lopn t n t  -  
114424311638S vfaen CliEKnD -

r it t  «OB 0> Api 0 1 14J206 PM 3 B&MCfcniMgMMoAil« SQL up 44« coapltt«

nksoa* Q5-Apr-06,1452116 PM
-

5 RdbnaCljantLoginModuJ* Validation oflogm dateüi fo t BffiCfcentJntoanf] 
•uceeadad

Pages: 1 2 3 4 5 6 7 8 9 1 0  [Neal

pjiva;y Sülijr.inl |3ec*jjt!y Sulerr.erJ 62UÖ5 Biilsvg.iRenV All nghls reserved

â 'iuxdwionçt

Figure 5.15: Display Log Records

• Error: View All -  This log displays all error m essages generated by the 

B 4R  prototype.

• Security: View All -  This log displays all security  m essages generated by 

the B 4R  Prototype.

• Admin Audit: View All -  B y selecting th is  option, a  user can v iew  all 

entries in  the A udit Log relating to  the B 4R  A dm inistra tive Interface.

• Admin Error: View All -  This log displays all error m essages generated 

by the B 4R  A dm inistrative Interface.

• Audit: Delete Single -  W hen th is op tion  is selected, the user is displayed a 

dropdow n box containing all C lient Ids stored in  the  B 4R  Prototype audit
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log. W hen a  c lien t is selected, the user w ill be prom pted  to  confirm  his / her 

in ten tion  to  delete all logger entries fo r tha t specific client.

• Error: Delete Single -  W hen th is op tion  is selected, the user is d isplayed a 

dropdow n box containing all C lien t Ids stored  in  the  B 4R  Prototype error 

log. W hen a  c lien t is selected, the user w ill be  prom pted  to  confirm  his / her 

in ten tion  to  delete all logger entries for that specific client.

• Security: Delete Single -  W hen th is  option is selected, the user is 

displayed a  dropdow n box containing all C lien t Ids stored in  the  B 4R  

Prototype security log. W hen a  client is selected, the user will be prom pted  

to confirm  his /  her in ten tion  to  delete all logger entries for that specific 

client.

•  Admin Audit: Delete Single -  W hen th is op tion  is selected, the user is 

displayed a  dropdow n box  containing all C lien t Ids stored in  the  B 4R  

A dm inistrative Interface audit log. W hen a  c lien t is selected, the u ser w ill 

be prom pted  to  confirm  his /  her in ten tion  to  delete all logger entries for 

tha t specific client.

• Admin Error: Delete Single -  W hen  th is op tion  is selected, the  user is 

displayed a  dropdow n box  containing all C lien t Ids stored in  the  B 4R  

A dm inistrative Interface error log. W hen a  c lien t is selected, the  user w ill 

be prom pted  to  confirm  his /  her in ten tion  to  delete all logger entries for 

that specific client.

• Audit: Delete All -  W hen th is op tion  is selected, the  user is p rom pted to 

confirm  his /  her in ten tion  to  delete all logger entries from  the  B 4R  

P rototype audit log.

• Error: Delete All -  W hen  th is op tion  is selected, the  user is p rom pted  to 

confirm  his /  her in ten tion  to  delete all logger entries from  the  B 4R  

Prototype error log.
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•  Security: Delete All -  W hen th is op tion  is selected, the user is p rom pted  to  

confirm  h is /  her in ten tion  to  delete all logger entries from  the  B 4R  

Prototype security log.

• Admin Audit: Delete All -  W hen th is op tion  is selected, the  user is 

p rom pted to  confirm  his /  her in ten tion  to  delete all logger entries from  the  

B 4R  A dm inistrative Interface audit log.

• Admin Error: Delete All -  W hen th is op tion  is selected, the u ser is 

prom pted to  confirm  his /  her in ten tion  to  delete all logger entries from  the 

B4R  A dm inistrative Interface audit log.

5) Logout -  W hen a  B 4R  user selects the logout bu tton  their current session is 

invalidated.

5.4 Proposed Network Architecture

T he architecture o f  a  system  alw ays defines its b road  outlines, and m ay define 

p recise m echanism s as w ell. The term  architecture can  refer to  either hardw are or 

softw are or to  a  com bination  o f  hardw are and softw are.

5.4.1 B4R Network Diagram

Figure 5.16 illustrates the B illing4R ent ne tw ork  architecture. E ach  netw ork 

connection in  the p roposed  architecture should  include a  redundant com ponent. 

H ow ever, these redundant com ponents are n o t evidenced in  the diagram  in  order to  

aid  clarity.
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Figure 5.16: Billing4Rent Architecture

5.4.2 Architecture Breakdown

The follow ing sections breakdow n the various com ponents o f  the B illing4R ent 

architecture:

5.4.2.1 Firewall_l

A  firew all is a  system  designed  to  preven t unauthorised  access to  o r from  a  

private netw ork. F irew alls can be im plem ented in  either hardw are or softw are, or 

a com bination o f  both. F irew alls are frequently  used  to  prevent unauthorised  

Internet users from  accessing private netw orks connected to the Internet, 

especially intranets. A ll m essages entering or leaving the in tranet pass through 

the firew all, w hich  exam ines each m essage and b locks those that do not m eet the 

specified security criteria.

Firewall_1 w ill p ro tect the  B illing4R ent H T TP servers from  external attacks, and 

is the  first line o f  defence betw een the  B 4R  netw ork  and any external threats. 

W hile the H TTP server m ay be using  various po rts to  provide services, these
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ports should  n o t be accessible by external users. C onsequently, Firewall 1 w ill 

lim it rem ote access to  only the fo llow ing ports:

•  P o rt 21: FTP
•  Port 80: H TTP
•  Port 443: H TTPS
•  P ort 990: FTPS 

O ptional open  ports:

•  P o rt 22: SSH  rem ote login
•  P ort 23: T elnet

5.4.2.2 Load Balancing Switch

A  Sw itch is a  device that filters and forw ards packets betw een Local-A rea 

N etw ork  (LA N ) segm ents. Sw itches operate a t the  data  link  layer (layer 2) and 

occasionally the  netw ork  layer (layer 3) o f  the  O SI R eference M odel and 

therefore support any packet protocols. A  sw itch  is com m only connected to  at 

least tw o netw orks or devices and is usually  located  at gatew ays, the p laces 

w here tw o or m ore  netw orks connect. Sw itches determ ine the best pa th  for 

forw arding packets. H ow ever very little  filtering  o f  data is done through 

switches. In  the set-up depicted in  F igure 5.16 the  sw itch redirects B illing4R ent 

H TTP requests to  an  available H T TP server. T his enables effective load  

balancing in  periods o f  increased netw ork  traffic, as the sw itch w ill direct a 

stream  o f  requests across all o f  the  available H T T P servers and avoid  sending 

requests to  servers tha t are out o f  operation, or are o therw ise busy. T o address 

the Single P o in t o f  Failure (SPO F) at the sw itch, a  second sw itch is im plem ented 

in  a  h o t standby configuration in  the event o f  the  first sw itch being  out o f  

operation.

5.4.2.3 HTTP Server

A  H T TP server is a  server process running  at a  w eb site, w hich  sends out w eb 

pages in  response to  H T T P requests from  rem ote brow sers. Every  W eb server 

has an IP address and possib ly  a  dom ain  nam e. F or exam ple, w hen  a u ser enters 

the U R L http://www.billing4rent.com/index.html in  a  brow ser, th is sends a 

request to  the  server w hose dom ain  nam e is billing4rent.com. The server then  

fetches the page nam ed  index.html and returns it to  the requesting brow ser. In 

m any production  environm ents, the H T T P server is co-located on  a  single
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m achine w ith  either the application server, o r database server, or both . H ow ever, 

by separating the H T TP server from  bo th  the  application  server and the database 

server, th is alleviates any resource conten tion  betw een  the three sets o f  processes.

5.4.2.4 E-mail Server

A n e-m ail server is a  process and device th a t provides ‘post o ffice’ facilities. It 

stores incom ing m ail for d istribution to  users and forw ards outgoing m ail th rough  

the appropriate channel. The term  m ay  refe r to  ju s t  the softw are tha t perform s 

th is service, w hich  can reside on a  m achine w ith  o ther services. The B illing4R ent 

e-m ail server w ill support both  incom ing e-m ail (in  the form  o f  service cost 

inquiries, invoice inquiries etc) as w ell as ou tgoing  e-m ail (in the  form  o f  replies 

to c lien t enquiries and custom er invoice data  in  H TM L or Portab le D ocum ent 

Form at (PDF)). B illing4R ent custom ers w ill have the  facility to upload  their 

entire client usage data  in  a  single file, w h ich  w ill be im ported and processed by  

B illing4R ent. H ow ever these files w ill be  up loaded  v ia  FT P  or FTPS rather than  

subm itted v ia  e-m ail.

5.4.2.5 DMZ

In order to p ro tec t application servers from  unauthorised  access, the separation o f  

the W eb server from  the  application server using firew alls is o ften  used  to  create 

a  secure D eM ilitarised Zone (D M Z) surrounding  the W eb server [79]. 

A pplication  data, and business logic is p ro tected  by  isolating the  H T T P server in  

the D M Z, w hich  restric ts access from  the  pub lic  Internet. M achines w ith  very 

lim ited, w ell-understood and logged services are p laced  in  the  D M Z. The tw o 

firew alls - one betw een the public  Internet and  the  D M Z and the  o ther betw een  

the D M Z and the  B illing4R ent L A N  - strictly  lim it traffic in  and out o f  the  D M Z. 

H T TP servers in  general have lim ited  capabilities and, because it is w ell 

understood how  to  p ro tec t these H T T P servers from  attack, they  are situated in  

the D M Z. A pplication  servers are n o t p laced  in  the  D M Z, because i f  the  outside 

firew all w ere com prom ised, it w ould  expose B 4R  business logic as w ell as 

confidential c lien t inform ation. A dditionally , application  servers include a  Java 

V irtual M achine (JV M ), w hich  could  poten tially  be  used  to  assist an attacker in  

further com prom ising the  w ebsite.
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5.4.2.6 Firewall_2

The second firew all in  the D M Z  configuration only allow s traffic  to  pass 

betw een the H T T P server w ith in  the D M Z  and the B illing4R ent A pplication  

Server situated in  the trusted  private B illing4R ent LAN.

5.4.2.7 Application Server

A pplication  servers are typically  used  fo r com plex transaction-based 

applications. The applications server is essentially  w here the  ‘b ra in s’ o f  

B illing4R ent reside and it contains item s such as B 4R  business ru les and data 

m anipulation. The application server handles a ll application operations betw een 

users and B illing4R ent’s business applications and  databases.

5.4.2.8 Database Server

The B illing4R ent database server consists o f  an  installation o f  Singl.eView  from  

Intec. There are tw o databases adm inistered  by Singl.eView, a  p roduction  

B illing4R ent database as w ell as a  H ousekeeping database. The B illing4R ent 

database contains all custom er details, their c lien t details and b illing  inform ation. 

The H ousekeeping database is used  for adm inistrative purposes (for exam ple to 

store user logins and passw ords, u ser profiles etc). It is envisioned tha t O racle 9i 

w ill be used  as the underlying D B M S, deployed in  an  O racle 9i Real A pplication  

C luster (R A C ) configuration.

5.4.3 Inter-tier Traffic Flows

Figure 5.17 depicts typical in ter-tier ne tw ork  traffic  flow  as a  resu lt o f  a  W eb- 

based transaction.

- 104-



C h ap te r 5 P ro p o sed  F ram ew ork

Figure 5.17: Inter-tier Traffic Flows

5.4.4 Inter-tier Traffic Flow Details

Flow: 1 
Interfacel: C lien t 
Interface2: Sw itch 
Protocol: H T TP / H TTPS

Description:
Client in itiates W eb Request

Flow: 2 
Interfacel: Sw itch 
Interface2: W eb Service 
Protocol: H T TP / H TTPS

Description:
Switch redirects client request to a 
particular Web server based on load- 
balancing algorithm.

Flow: 3 Flow: 4
Interfacel: W eb Service Interfacel : A pplication  Service
Interface2 : A pplication  Service Interface2: D atabase Service
Protocol: LD A P Protocol: SQ L /  PLSQ L

Description: Description:
W eb service ‘ta lk s’ to  the A pplication  service requests to
A pplication  server through a  W eb retrieve or update a  row /row s in  the
connector. database table.

Flow: 5 Flow: 6
Interfacel: D atabase Service Interfacel: A pplication  Service
Interface2: A pplication  Service Interface2: W eb Service
Protocol: SQL / PLSQ L Protocol: R M I

Description: Description:
D atabase request com pleted. A pplication  server returns dynam ic

content to  W eb server.
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Flow: 7
Interface!.: W eb Service
Interface2: Sw itch
Protocol: H TTP / H TTPS

Description:
Sw itch receives reply from  W eb 
server.

Flow: 8
Interfacel : Sw itch
Interface2: C lient
Protocol: H TTP / H T TPS

Description:
Sw itch rew rites IP header, and 
returns H T TP request to  client.

5.4.5 Vertical Scaling

In  addition to  horizontal scaling - w here m any m achines are added to  the B 4R 

system  to im prove availability and perform ance - all existing o r additional 

m achines should  support vertical scaling (i.e. m any instances o f  an  application on 

one m achine). F igure 5.18 depicts an  A pplication server set-up w ith  n instances on 

each m achine.

Application Server 1

-H

FIREW ALL_2

App Server 1 (Instancea D atabase Server 1

App Server 1 (Instance n)

App Server n (Instance 1)

Application Server n
App Server n (Instance n)

!=■!

1 :

Database Server n

Figure 5.18: Application Server Vertical Scaling

Sim ilarly, F igure 5.19 depicts a  H T TP server set-up w ith n H T T P server instances 

on each server.
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Figure 5.19: HTTP Server Vertical Scaling

5.4.6 Backup Internet Connection

There should  be tw o separate, independent connections from  the Internet to the 

B illing4R ent netw ork  in  the event o f  one o f  the  service prov iders’ infrastructure 

becom ing com prom ised, w hich w ould  lead to the entire B illing4R ent netw ork 

becom ing isolated  from  the Internet. In tha t eventuality , B illing4R ent clients 

should still have access to  the B illing4R ent service v ia  a  backup Internet service 

(Figure 5.20).

Figure 5.20: Backup Internet Connection
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5.5 Code Optimisation for Improved Performance

Code optim isation involves w riting  code so that it runs as fast as possib le  on  its host 

com puter [83]. M any high-level language com pilers offer options as to  w hat type o f  

code to  generate a t com pile tim e (i.e. optim isation for run-tim e or fo r code size). 

D esigning B 4R  w ith  optim ised  code w ould  prov ide im proved perform ance. 

B illing4R ent w as developed using Java, Servlets and JSP and the  fo llow ing 

recom m endations (both general and Jav a  specific) w ere im plem ented w here possible:

5.5.1 Memory Usage

B y lim iting  m em ory usage, the perform ance im pact o f  m em ory  m anagem ent 

perform ed autom atically  by  Java  (G arbage C ollector) is m inim ised. It is envisioned 

that B illing4R ent w ill run  fo r long periods; therefore even  a sm all m em ory  leak  can 

cause the  Java  V irtual M achine (JV M ) to  run  out o f  free m em ory.

•  O nly  create objects as needed. T he m ore objects th a t are allocated, the  m ore 

m em ory p ressure th is puts on  a  system , potentially  resulting  in  m ore frequent, 

longer garbage collections.

•  D elete references to  objects no  longer required  i.e. ‘lo itering  ob jec ts’. 

L oitering objects are objects tha t are  allocated, n o t used, and n o t garbage 

collected. The effect o f  these objects is to  increase the  size o f  the  JV M  heap, 

causing excessive overhead on  the  garbage collector, as w ell as causing 

m em ory leaks, such as an ‘out-of-m em ory error’.

•  A  com m on source o f  m em ory  leaks in  Java is due to  no t closing Java 

D atabase C onnectivity  (JD B C ), Java  M essage Service (JM S) and Java 

C onnector A rchitecture (JC A ) resources w hen they  are no  longer required, 

particularly  under error conditions.

5.5.2 Session Management

In  a W eb application, state in fo rm ation  relating  to  each  client is typically  stored in  

an H T TP session, w hich is identified  by a  unique iden tifier that is associated  w ith 

an  H T T P cookie. The am ount o f  data  stored  in  a  session should  be m inim ised, as
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session  data  is usually  shared, and as such it m ust be serialised. Serialisation also 

involves serialising all objects that are reachable from  the  session. In  Java, 

serialization is a  m em ory in tensive operation. I f  persisten t sessions are 

im plem ented  the serialized session data  m ust be stored in  a database, w hich  

in troduces further overhead as session data  is stored as a B inary  Large O bject 

(BLO B). The use o f  sessions can be avoided by im plem enting any o f  the 

follow ing:

•  U sing h idden  form  fields, o r cookies, to  store session  data.

•  Storing data directly  in  a database, as using  native data  types instead o f

serialized B L O B s can p roduce better perform ance.

•  E ntity  Enterprise Java  B eans (EJB s) can be used  to  store session  data.

5.5.3 Servlets and Java Server Pages (JSPs)

•  M inim ize the use o f  the “<jsp: include>” tag , since each included JSP  is a 

separate servlet.

•  The “<jsp: usebean>” tag  should  only be used  to  obtain  a  reference to  an

existing object, rather than  for creating a  new  object. W hen a  “<jsp:

usebean>” tag  is encountered and an  existing Java  bean  object w ith  the 

appropriate nam e does n o t exist, a new  one is created. T h is is usually  done 

by a  call to  the Beans.instantiateO m ethod w hich  is an  expensive operation 

because the JV M  checks the  file system  for a  serialized  bean

•  W hen  executing a  JSP, a  session ob ject is norm ally  created  im plicitly  i f  one 

does n o t already exist. H ow ever, i f  the  session is n o t required , creation can 

be avoided by the use o f  the  “<% @ page session=”fa ls e ” %>” directive.

5.5.4 Logging

Logging on  a  system  is an im portan t too l, no t only for iso lating an  action  w hich  

caused a  system s failure, or to  assist in  the recovery o f  that failure, bu t also to  

provide an  ‘audit tra il’ for a  user to  track  his/her actions. W hen em ploying logging 

on a  system , it is im portant to  determ ine i f  the level o f  logging is adequate for 

system  recovery. H ow ever excessive logging can u tilise too  m uch  processing tim e.
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R egardless o f  logging levels, applications should  lim it  use  o f  the 

Systenuoutprin tlnQ  com m and, as I/O  provides excessive perform ance overhead.

5.5.5 Enterprise Java Beans (EJBs)

There are a  num ber o f  perform ance considerations that need to  be taken  into 

account w hen using EJBs:

•  O btaining E JB  references involves a  lookup process, w hich  can take a  

relatively  long tim e. C aching any obtained  references can im prove 

perform ance on  subsequent lookup operations.

•  A ll access to  Entity  EJB s should  be perform ed through stateless session 

beans, as th is  greatly reduces the num ber o f  rem ote m ethod calls. Calls to  

E JB  m ethods are im plem ented as rem ote m ethod calls even  i f  the EJB 

exists in  a  container tha t shares the sam e JV M  as the  W eb container.

•  A ccessing entity  beans from  session beans can lim it the num ber o f  

transactions.

•  I f  an entity  bean  has m ethods that do no t update  attributes (i. e. getter type 

m ethods), specify these m ethods as read-only in  the deploym ent descriptor.

•  The use o f  stateful session beans should  be avoided. I f  they  are to be used, 

they  should  they  should  be kep t to  a  m inim um  i f  possible.

5.5.6 Database Access

W hen accessing a database, ob tain ing  and closing a  connection to  a  database using 

Java D atabase C onnectivity  (JD B C ) can  be a  relatively expensive exercise.

•  U sing  connection pools can  significantly  reduce overhead. A  connection 

pool contains a  (defined) num ber o f  connections to  the database that have 

already been  established. W hen  a  database operation  is to  be perform ed, a 

connection can be obtained from  the  pool. S im ilarly , w hen  the connection 

is closed, it is returned  to  the  pool and m ade available for reuse.
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•  JD B C  resources should alw ays be released once they  are no longer 

required. Failure to  properly  close resources can cause m em ory leaks, and 

can cause slow  response due to  threads having  to  w ait fo r a connection to 

becom e available from  the  pool.

•  I f  an application repeatedly  executes the  sam e query, bu t w ith  d ifferent 

input param eters, then  perform ance can  be im proved  by using  a 

java.sql.PreparedStatem ent instead o f  java.sqLStatem ent.

5.5.7 General Coding Considerations

•  The use o f  string concatenation, w hich  involves the creation  o f  new  strings 

w ith  the data  copied  from  the original strings, i.e.

String concatString = origString + newString;

C oncatenating strings is a  slow  process and it also creates m ore w ork  fo r the 

garbage collector. U sing  java .lang .S tringB uffer  as an  alternative to 

java .lang .S tring  can  im prove perform ance, e.g.

String concatString = new StringBuffer(origString)
.append(newString).toString();

•  W hen creating classes, the structure o f  the class should  not be excessively  

com plicated as there is a perform ance overhead  in  loading and instantiating 

these classes.

•  A void  excessive and repeated  casting. O nce an  ob ject has been  cast, assign a  

variable o f  the correct type and reuse th is reference.

•  W hen iterating n item s, iterating from  n - 1 to  0 instead  o f  1 to n is qu icker fo r 

m ost JV M s

• A void  repeatedly calling  the sam e m ethod w ith in  a  loop i f  the  resu lt is the 

sam e every tim e. A s an alternative, store the  value in  a  variable prior to  

entering the loop and use th is stored  value fo r each  iteration  o f  the loop.
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•  U se the System . arraycopyQ  m ethod to  copy the  contents o f  one array to 

another rather than  iterating across each array elem ent and copying it 

individually.

•  Exceptions should  be  m ain ly  used  for in frequent error conditions, and their 

overuse should be avoided, unless the exception  checking is perform ed w ith 

the aid o f  tr y /c a tc h  blocks, as th is is no t particu larly  perform ance intensive.

•  Input/output (I/O) to  peripherals takes tim e and  should  be lim ited. A  counter 

that says ‘X X %  com plete’ is inefficient and shou ld  no t be used inside a  loop. 

Should a  w arning or m essage to  the  user be required , general m essages like 

‘please w ait w hile  process com pletes’ w ill perform  better.

5.6 BiIling4Rent Disaster Recovery

W hen im plem enting a D isaster R ecovery (D R) P lan  fo r B illing4R ent it is w orth  

acknow ledging tha t the im pact o f  a  d isaster situation  w ou ld  have a  tw ofold  effect: 

no t only w ould  B 4R  clients experience service in terruption, any outage m ay also 

im pact the custom ers o f  those clients. The ability  to  quick ly  recover c lien t da ta  after 

a d isaster is an im portan t com ponent in  delivering h igh  levels o f  availability  in  an  

A SP environm ent. W hen im plem ented  correctly, a  p roper D R  p lan  allow s fo r a  quick 

restoration o f  an  o rganisations’ IT  services, usually  im plem ented by  m aking a 

backup o f  servers and files critical to  the organisation, and quickly  restoring  those 

files in  the  event o f  a  d isaster. H ow ever, sim ply m aking  a  backup o f  data  does not 

constitute a  com plete d isaster recovery  plan. In  the  event o f  an  organisations offices 

being destroyed, i f  the backups are held  a t the sam e location as the servers the data 

w as backed up from , bo th  the servers (and the backup) m ay be irrecoverable.

5.6.1 Billing4Rent Backups

B acking up files m eans copying files to  a  second m edium  (i.e. a  d isk  or a  tape), as 

a  precaution  in  case the first m edium  fails. E ven  the m ost reliable system  w ill 

b reak  dow n at som e stage; therefore  it is vitally im portan t tha t files are backed up 

regularly. Regardless o f  the com m ercial softw are used  for D isaster Recovery,
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B illing4R ent should  create tw o copies o f  each backup; one copy should  be stored 

on-site in close p roxim ity  to  the servers tha t are backed  up. This ensures quick 

recovery in  the  case o f  a  (relatively) m inor d isaster such as a hard  d isk  crash. The 

second copy o f  the backup should  be stored off-site, in  an entirely  different 

location to the B illing4R ent servers. I f  a  critical failure occurs in w hich  both  the 

B 4R  servers and the on-site backups are destroyed, there  w ill still ex ist a  copy o f  

the backup in  a  d ifferen t geographic location.

It is im portant tha t the copies o f  backups are m ade daily  and are up  to  date; as the 

nature o f  B illing4R ents clients m eans they w ou ld  be unable to  cope w ith  losing a 

few  days, o r a  w eek  w orth , o f  business data. A  full backup  should  be m ade once a  

w eek, and daily increm ental backups should  be taken. A  full backup o f  B 4R  

system s w ould  be a  tim e, and processing in tensive operation, w hereas an  

increm ental backup (w hich  only backs up  the data  tha t have been  m odified  since 

the previous backup) w ould  n o t have the  sam e im pact to  B 4R  service perform ance. 

Full backups are m ore tim e-intensive, how ever in  the  afterm ath  o f  a  disaster, only 

one fu ll restore operation  needs to  be carried  out in  o rder to  com pletely re-establish  

an  organisations data  system . W ith  increm ental backups, the last full backup needs 

to  be applied first, fo llow ed by each additional increm ental backup in  sequence. I f  

the  B 4R  system  w ere to  suffer a  d isaster on  the  six th  day o f  the w eek, to  com plete 

the  restore process w ould  require applying one fu ll backup, and a  m axim um  o f  six 

increm ental backups.

5.6.1.1 O ffsite  D R  L o c a tio n

A s w as noted in  the  prev ious section, tw o copies o f  each  backup should  be m ade, 

w ith  one copy stored in  an  off-site location  in  order to  preserve B 4R  data  in  the 

event o f  a  critical d isaster. The second site should  be in  a  different city  to  the  

original, to legislate against a  large-scale d isaster such  as a  pow er outage 

affecting an  entire city. D ue to  the  nature  o f  B illing4R ent clients, only a  short 

service in terruption  w ould  be tolerated. Therefore B illing4R ent should, a t a  

m inim um , im plem ent an  active secondary site w ith  the ability  to  resum e B 4R  

services as quickly  as possib le  in  the event o f  an  outage in  the prim ary B 4R  site. 

In order to  im plem ent such a  recovery solution, a  h igh  bandw idth  connection 

betw een the tw o sites w ould  need to be established (see F igure 5.21).

- 113-



C h ap te r 5 P ro p o sed  F ram ew ork

Figure 5.21: B4R Disaster Recovery Solution

B ackups taken  on  the  prim ary site could  be quickly  transferred  to  the 

secondary site and applied  to  the secondary sites system s. Such a  solution 

w ould  prov ide a  D isaster Recovery so lu tion  w ith  the  ability to  quickly recovery  

from  a  system  outage, w ith  a  m axim um  o f  one day ’s data loss.

5.6.2 Disaster Recovery Policies

W ith in  the B illing4R ent organisation, a  person  shou ld  be assigned as D isaster 

Recovery M anager. The D isaster R ecovery M anager has the sole responsibility  o f  

designing and im plem enting disaster recovery  p lans and policies. The fo llow ing 

tasks are the responsib ility  o f  the D R  m anager:

• Create a Disaster Recovery Plan (DRP): A  D isaster R ecovery P lan  is a  

com prehensive set o f  processes to  be im plem ented  before, during and post 

disaster. The prim ary goal o f  any D R P is the  restoration  o f  norm al system  

activities as qu ick ly  as possible. The p lan  shou ld  be thoroughly  tested  to  

ensure the continuity  o f  operations and availab ility  o f  critical resources in  the 

event o f  a  disaster. In  order to  create a  D R P, the  D R  m anager m ust have a  

clear understanding  o f  the  B illing4R ents in frastructure and how  all o f  its 

resources are in terconnected, as w ell as ho w  B 4R  clients (and their custom ers) 

w ould  be affected  in  the  event o f  a d isaster. Secondly  the m anager m ust assess 

B 4R  for vu lnerabilities: contingency planning , operating procedures, physical 

space and equipm ent, data  integrity.
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•  M a in ta in  a n d  u p d a te  D R P : W hen a  D R P has been  created, it is im portant 

that the p lan  is re-evaluated annually, o r sem i-annually. A s B illing4R ent 

evolves and changes, it  is v itally  im portan t the D R P also evolves.

• Create a DR team: The D R  m anager should  appoin t a  team , responsib le  for 

im plem enting the D R  plan  in  the  event o f  a  service in terruption. Each team  

m em ber should  be  m ade fam iliar w ith  th e  P olic ies and Procedures specified  in  

the D R P. The D R  m anage should  also tra in  team  m em bers w ith  regard o the 

p lan  i f  required.

• Test the DRP: The p lan  should  be tested  annually  in  order to  te s t its 

effectiveness in the  face o f  a  d isaster situation. A ll P rocedures used  to  tes t the 

p lan  should  also be docum ented. The goal o f  D R  testing  is to  provide 

reassurance tha t all necessary  steps are included  in  the  plan. Testing w ill no t 

only h ighlight areas o f  the p lan  tha t are inadequate, it m ay also dem onstrate 

the ability  o f  B 4 R  to  recover from  a  d isaster situation  (and provide a  ‘selling 

po in t’ to  attract new  clients).

A ny D isaster R ecovery  P lan should be evaluated  and approved by B4R. In the  event 

o f  a  disaster, the D R  m anager w ill have the  fo llow ing responsibilities:

• Damage Assessment: In  the afterm ath  o f  a  disaster, the first task  o f  the  D R  

m anager w ill be to  assess the ex ten t o f  the dam age to  B 4R  facilities and 

system s. The ability  o f  B 4R  to continue to  p rov ide  b illing  services to  clients 

should be evaluated.

• Notification: The D R  m anager w ill be  responsib le  for p rovid ing  initial 

no tification  o f  d isaster to:

1) D isaster recovery  team  m em bers.

2) B 4R  M anagem ent

3) B 4R  C lients. In the event o f  a d isaster it  m ay be appropriate  to 

notify  clients o f  the  service in terruption, in  order fo r them  to  be 

able to  further notify  their ow n custom ers.
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4) A dm in team . I f  B 4R  im plem ents a  secondary D R  site, it m ay be 

necessary  for som e D R  team  m em bers to  travel to  the  secondary 

site. A ccordingly, travel and accom m odation  arrangem ents for 

designated team s m em bers w ill have to  be m ade.

• Co-ordinate Recovery Teams: The D R  m anager w ill co-ordinate all recovery 

processes and d irect team  m em bers w here appropriate. H e / she m ay have to  

authorise any necessary  purchases in  order to  com plete the recovery  process.

5.6.3 Disaster Recovery Prevention

A  good preparation  for D isaster is to  im plem ent policies to  p reven t a  d isaster

situation in  the first place. A ccordingly, B 4R  should  im plem ent som e, o r all o f  the

following:

• Good Housekeeping: The build ing  w here B 4R  is located should  be kept 

clean  and free o f  obstructions and fire hazards. Loose paper bum s a t a 

qu icker rate th an  large, tightly  bound  books, directories etc. Therefore a  ‘tidy  

desk  po licy ’ should  be im plem ented to  rem ove loose paper from  desktops to 

reduce losses due to  fire. This w ill also help  to  pro tect docum ents from  

sprinkler discharge and o ther incidents.

• Ban non-essential electrical items: In  order to  elim inate overloaded 

electrical circuits, B 4R  em ployees should  be proh ib ited  from  using non ­

business electrical appliances such as radios, heaters, fans, m obile  phone 

chargers etc. These appliances could  cause electrical fires by  overloading 

circuits no t designed  for these appliances.

• Security: Security procedures should  be  im plem ented in  the B 4R  facility in 

order to  p reven t unauthorised persons gaining access to  B 4R  and purposely  

causing a  system  outage.
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5.7 C h a p te r  S u m m a ry

C hapter five p roposed  an A SP fram ew ork  for B illing4R ent. The functional 

requirem ents for developing the B illing4R ent A S P  w ere outlined. The prototype was 

to  provide the p latfo rm  on  w hich  all recom m endations or proposals w ill be 

im plem ented and allow s these proposals to  be analysed and quantified  in  an 

objective m anner. A ccordingly, th is chapter detailed  the B 4R  prototype, w hich 

consists o f  a  B 4R  clien t w ebsite, w here clients can add, rem ove, update custom ers, 

products / services, and invoices. A  second ‘A dm inistra tive In terface’ w as created  in 

order to m anage and adm inister the B 4R  A SP prototype. This A dm inistrative 

Interface incorporated  various availability  and scalability  com ponents and allow s 

authorised B 4R  personnel to  create and m anage user accounts for clients. From  the 

A dm inistrative In terface, authorised personnel can  also  create users, v iew  statistics 

relating to  B 4R  storage m ed ia  {i.e. D atabase o r F ilesystem ) usage, as w ell as v iew  

audit and error logs. In  order to  M onitor B 4R , users can launch  a  M onitoring 

program  w hich  collects statistics about B illing4R ent such as page h its, page 

com pletion tim es etc

This C hapter also detailed  a  P roposed N etw ork A rchitecture fo r B illing4R ent, and 

de-com posed the  p roposed  architecture in to  its constituent parts. V arious 

recom m endations for those parts w ere also suggested, as w ell as source code 

optim isations in  order to  im prove B 4R  perform ance w ere also detailed. Finally, 

docum ented in  th is  chapter w as a  D isaster R ecovery  P lan suitable fo r restoring  

service no t only to  B illing4R ents clients, bu t also to  their custom ers in  the event o f  a 

d isaster situation.
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Chapter Six: Research Evaluation

This chapter provides an evaluation o f  the proposed  fram ew ork  detailed  in  the 

previous chapter. The evaluation  considers the real w orld  im plem entation, 

B illing4R ent, and how  it perform s in  com parison w ith  accepted  industry 

benchm arks. A lso  considered are the fram ew orks and recom m endation  for H igh 

A vailability  and Scalability detailed  in  chapter five. The appraisal w ill be conducted 

along the  fo llow ing criteria:

•  F ulfilm ent o f  objectives.

•  C om parison  o f  the individual com ponents o f  B illing4R ent w ith  accepted 

industry benchm arks and / o r rela ted  technologies.

This chapter also provides a  recom m endation  for the deploym ent o f  B illing4R ent, as 

w ell as ju stifica tion  for this proposal.

6.1 Fulfilment of Objectives

The aim  o f  th is pro ject is to  develop a fram ew ork, including the  architecture and 

system  configuration required, to  ensure H igh  A vailability  (H A ) and O ptim um  

System  Perform ance in  an A pplica tion  Service Provider (A SP) E nvim om ent. This 

thesis com m enced w ith  an  investigation  into the  current state o f  A pplication  Service 

Provision. C hapter Four exam ined H igh  A vailab ility  and Scalability, w hile  C hapter 

F ive p roposed  a  fram ew ork for A vailability , Scalability  and System  Perform ance, 

w hich  can be adopted by A SPs going forw ard. The prototype A SP, Billing4Rent 

(B4R), provided  the real w orld  p latform  on  w hich  the  proposals arising  ou t o f  this 

body o f  research  w ere im plem ented. T he B 4R  prototype allow s the research  to  be 

objectively analysed and quantified  in  a  real w orld  environm ent. In  addition  to  the 

B 4R  prototype, an  Administrative Interface w as also created  in  order to  adm inister 

B illing4R ent and  to  incorporate availab ility  and scalability com ponents.
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6.1.1 Billing4Rent Architecture

The architecture o f  B 4R  defines its b road outlines, and can refer to  either hardw are 

or softw are, o r to  a  com bination  o f  both. W hen designing a  system  architecture, 

there m ay be a  trade-o ff betw een cost and perform ance. F igure 6.1 illustrates the 

B illing4R ent netw ork architecture proposed  in C hapter Five. E ach  netw ork 

connection  in  the proposed architecture should  include a  redundant com ponent. 

H ow ever, these redundant com ponents are no t evidenced in  the d iagram  in order to 

aid  clarity.

Singl.eView

DMZ

Internet

Requests

Figure 6.1: Billing4Rent Architecture

W hen designing a  H A  system , one o f  the m ost im portant considerations is 

rem oving Single Points o f  Failure (SPO F). A s outlined  by M arcus and Stem  [53], a 

SPO F is a  single com ponent o f  a  system  {i.e. hardw are, firm w are, softw are or 

otherw ise) w hose failure w ill cause som e degree o f  dow ntim e. Equally, in  their 

article “A rchitecture and D ependability  o f  Large-Scale In ternet Services” , 

O ppenheim er and Patterson [43] likened  SPO Fs to  the w eakest link  in a  system ; 

w hen that link  breaks the entire system  fails. M ost system s have obvious potential
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SPO Fs (i.e. servers, disks, netw ork  devices and cables). For m ost system s, a  

significant pro tection  against SPO Fs is achieved v ia  redundancy. H ow ever, the 

cost involved  in  in troducing redundancy into an  en tire  system  m ay be prohibitive. 

In  the  above architecture, all m ajor com ponents o f  the  system  have redundant 

com ponents (Load B alancing Sw itch, H T TP Server, A pplication  Server, E -m ail 

Server and  D atabase Server). There are, how ever, obvious SPO Fs in  the above 

configuration -  there is no  redundancy bu ilt into either F irew all_ l o r Firew all_2. 

This design w as in tentional, as each  firew all acts as a  redundan t com ponent for the 

other. For exam ple, i f  F i r e w a l l l  w ere  to  stop functioning, the  only section  o f  the 

B 4R  enterprise exposed to  the public  In ternet w ould  be the  H T T P server and the E- 

m ail server in  the  D e-M ilitarised  Z one (D M Z). O nly  m achines w ith  very  lim ited, 

w ell understood, and logged services are p laced  in  the  D M Z. F irew all_2 w ould  still 

p ro tect the business logic contained in  the  application  server and clien t data  stored 

o n  the  database server. S im ilarly, should  only  F irew all_2 cease activities, the entire 

B 4R  enterprise w ou ld  still be p ro tected  from  the  public  In ternet by F irew all l .  The 

B 4R  service w ould  n o t experience any unnecessary  dow ntim e w hile either o f  the 

F irew alls are being rep laced  or repaired.

In  the architecture outlined in  F igure 6.1, the p recise num ber o f  redundant 

com ponents is no t show n. Instead, the  redundant com ponent(s) are referred  to  as 

com ponent n. W hile the precise budget available to  B illing4R ent to  provide h igh 

availability  is unknow n at th is po in t, the  proposed  architecture is an  optim al 

configuration, designed to  scale up  (or dow n) in  o rder to  respond  to  changing 

w orkloads. H ow ever, in  the  opin ion  o f  th is author, the  m inim um  num ber o f  

redundant com ponents should  be  one, to  provide a  hot standby in  the  case o f  the 

prim ary  com ponent developing a  fault. This w ill a llow  the  standby com ponent to 

seam lessly assum e the  w orkload  o f  the  prim ary  com ponent w ithout any noticeable 

loss o f  service to  the  end user. Should  th is  be  the case in  B illing4R ent it is vitally 

im portan t (as G ray and S iew iorek [41] po in t out) th a t the  spare com ponent be 

installed  and configured in  advance so tha t w hen  one com ponent fails the 

redundant com ponent can  replace it  a lm ost im m ediately. This allow s the failed 

com ponent to  be  repaired off-line w hile  the  system  continues to  deliver service. In  

the case o f  a  database server, it m ay be necessary, in  order to  assure it is 

transactionally  consistent, to  copy data  im m ediately  to  the backup database server.
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W hile th is m ay introduce further overhead on  a system , its p rim ary benefit w ill be 

a  secondary server, w hich  can  be b rought into operation  quickly, m in im ising  B 4R  

dow ntim e.

The proposed architecture for B illing4R ent has been  designed  w ith  scalability  in  

m ind. In the w ords o f  A ndré B ondi [61], scalability  is “the ability o f  a system to 

accommodate an increasing number o f  elements or objects, to process growing  

volumes o f  work, and/or to be susceptible to enlargem ent\  Jogalekar and 

W oodside [60] further advance th is defin ition  by stating  that the  n ew  configuration 

should  n o t ju s t operate, bu t operate efficiently  and gracefully  w hen  dealing w ith 

increased capacity. For exam ple i f  - in  order to  accom m odate an increased 

w orkload - an additional H T T P server w ere requ ired  to  supplem ent the H TTP 

servers currently  deployed in  the  D M Z  depicted  in  F igure 6.1. In  order to  integrate 

the new  H T TP server (w hich has the  sam e configuration  as the  existing server), the 

system  adm inistrator only has to  update  the routing tab le  on  bo th  the prim ary and 

redundant load-balancing sw itch  to  declare the new  H T TP server ready to  handle 

c lien t requests. Sim ilarly, should  a  new  A pplication  server be in troduced  to  B 4R , it 

w ould  sim ply require configuration changes on  all the  H T TP servers to  reflect the 

additional A pplication  server. Finally , should  a  redundant E -m ail o r D atabase 

server be required, the ex isting  A pplication  servers w ould  have to  be updated to  

reflect the  new ly added hardw are.

6.1.2 M o d e l /  V iew  /  C o n tro lle r  a n d  T h e  B 4 R  P ro to ty p e

The B illing4R ent prototype w as developed  using Java, Java  Servlets and Java 

Server Pages (JSP). The prototype has an O racle 9i R D B M S backend to  store 

client and adm inistrative data  and  runs in  a  Jakarta  Tom cat w eb-container. The 

prototype w as developed using the  M odel /  V iew  / C ontroller (M V C) design 

pattern, w hich  consists o f  three com ponents:

•  M odel: H olds all data, state and application logic.

•  V iew : Provides a  p resentation  o f  the m odel.

•  C o n tro lle r :  D efines the  w ay the  User Interface reacts to  user inputs.

The advantage o f  the M V C  design  pattern  (as advocated by  Y onglei Tao [84]), is 

that it is designed to  provide m ultip le  v iew s o f  the sam e data. This m eans that the
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various com ponents o f  the B illing4R ent prototype can be in terchangeable. Figure

6.2 illustrates how  M V C w orks on  an  online B illing4R ent transaction  (adapted 

from  [85]).

Figure 6.2: MVC in a B4R Transaction

1) A  client, v ia  a  w eb brow ser m akes a H T T P request. The request can 

com m only contain  form  data  (such as usernam es / passw ords). A  servlet 

receives the form  data.

2) The servlet acts as the controller and processes the request. In  m ost cases 

th is processing involves m aking  requests on  the database (or m odel).

3) & 4) The contro ller obtains the data from  the D atabase and forw ards

it to  the JSP  w hose jo b  is to  generate the page representing the 

v iew  o f  the  m odel.

5) The v iew  returns a  page to  the brow ser v ia  a  H T TP response.

The above transaction displays a  separation o f  m odel, v iew  and controller during 

the com pletion o f  a  B illing4R ent service encounter. The B 4R  prototype was 

designed using M V C and Java  In terfaces w hich  allow s any / all com ponents to  be 

interchangeable. This effectively, fu tu re  proofs  B illing4R ent by  m aking  it possible 

to  change any com ponent. F o r exam ple, should a  new er, m ore pow erful, data 

storage m edium  w ith  the capacity  fo r larger num bers o f  transactions p e r second 

becom e available it w ould  be relatively  straight forw ard  to  change the w ay B 4R
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handles data  storage to  u tilise the  new er m edium . D ue to  the  fact tha t B 4R  used  

Interfaces, a  class designed to  in teract w ith  the  n ew  storage m edium  w ould  only 

have to  im plem ent the  writeDataO, retreiveDataO, deleteDataO etc m ethods in  

order to  harness the pow er o f  the  new  date storage m echanism s.

6.1.3 B4R and Code Optimisation

C ode optim isation allow s (according to  Cutts el al [86]) “an executing system to be 

incrementally improved'’ in  order fo r it to  run  as fast as possib le. D esigning 

B illing4R ent w ith  op tim ised  code w ill provide im proved  perform ance. A s 

evidenced in  the research  contribu tion  chapter (pp 79-123), various 

recom m endations w ere m ade to  optim ise B 4R  (w hich  w as developed using  Java, 

Servlets and JSP), and  those recom m endations (bo th  Java  specific and general) 

w ere im plem ented w here possible.

6.1.3.1 Memory Usage

The Garbage Collector perform s m em ory m anagem ent autom atically  in  Java in  

order to  rem ove objects no  longer required  by  B 4R . The m ore objects th a t are 

allocated  w ill po ten tia lly  resu lt in  m ore frequent and  longer garbage collections. 

O bjects in  B illing4R ent are only  created w hen  th ey  are required . F o r exam ple, 

calls to  create new  invoice o b jec ts ...

B 4R invoiceD etails invoice =  n ew  rdbm sB 4R invoiceD etails(debug,

B 4R A uditD atabase, B 4R A uditU ser);

...a re  only m ade w hen  B 4R  interacts w ith  invoices and a t no o ther tim e. 

Consequently, th is displays

6.1.3.2 Session Management

In  a  W eb application, state in form ation  relating  to  each  clien t in teraction is 

typically  stored in  an  H T T P session. The am ount o f  da ta  stored  in  a  session 

should  be m inim ised, as session  data  is usually  shared, and  as such it m ust be 

serialised. O ne m ethod proposed  to  store session da ta  is the  use o f  h idden  form
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fields in  JSPs to  store session data. Figure 6.3 (a  code ex tract from  the 

clientN ew invoice.jsp page) illustrates the use o f  h idden  form  fields. This 

proposal has been  adopted throughout the B illing4R ent prototype.

Code Extract from: clientN ew invoice.jsp

< td  w idth="25% " class="requiredinput">
<%
i f  (session.getA ttribute("invoiceID ") != null)

{
String invID  =  (String) session.getA ttribute("invoiceID ");
% >
<input type="TEX T" nam e="invoiceID " size="30" value="<% =invID % >"

disabled="T R U E "></input>
<input type=MHIDDEN’' name="invoiceID" size="30"

value="<%=invID%>"x/input>
<%
}

else
{
% >
<input type="TEX T" nam e="invoiceID " size="30" disabled="TR U E"/>
<%  } % >

</td>

Figure 6.3: Hidden Form Fields used in B4R

6.1.3.3 Logging

Logging on a  system  is an  im portan t tool, and can  be used  for:

•  Isolating an action  w h ich  caused a  system  failure

•  A ssisting in  the  recovery  o f  th a t failure

•  P roviding an  ‘aud it tra il’ for a  user to  track  h is /her actions.

There are how ever disadvantages to  excessive logging. For exam ple, i f  the 

logging program  is too  com plex, it m ay consum e excessive C PU  tim e and 

m em ory. Sim ilarly, i f  the  logging program  b locks w hen  w riting  the logs, there is 

a  possib ility  o f  causing a  denial o f  service on  the  system . W hen  em ploying 

logging on a  system , it is im portan t to  determ ine i f  the  level o f  logging is 

adequate fo r system  recovery. B illing4R ent prov ides for logging to  be
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configurable: logging can  be turned  on  / o f f  by  setting  a  field  (b4r. debug) in  the 

B 4R .properties file (F igure 6.4).

t .  TeKtPad - [C:‘1 jakarta~tomcat-5.5.9\webapps\b4r\WEB INFVcla*ses\B4R.prt>pertitis
iSJ Fite Edit 5earch View Tools hlacros Configure Wffidow Help Iifl x|

ü |ü ? |0 |  i l #  El H i J j j t e l e l  ü l n
a | i r  $1 d3  ( f t f q p i  .  i.* V?

±1 *J d b  u r l = j d b c :o r a c l e : t h i n :@ l o c a lh o s t :1521 B4R
d b . user=SYSTEM —
d b .p a s s = r e s e a r c h
b 4 r .d e b u g = tru e
b  4 r . moni to r S e r v 1e  t  = t r u e
b  4 r . moni torSQL= t r u e

h i  i > r

d*J
ANSI Chaacteis _^J

33 1
34 " Z3
35 «
36 $
37 X
38 &
39
40 ( „1 1.1. ' I

| For Help, press FI 6 | 20 |Fiead |uvi |B!oaps
Figure 6.4: B4R.properties

The properties file is read  by the B 4R  application  and depending on  the  setting, 

logging is perform ed. W hen  logging is perform ed, it can  also be configured to  

log  all m essages or to  ju s t log  m essages w ith  a  h ig h  priority. This allow s B 4R  to 

m onitor the perform ance im pact o f  logging and  ad just the  logging level as 

necessary - a  significant design feature.

6.1.3.4 Database Access

In  Java, accessing a  database (obtain ing and closing a  connection  to a  database) 

using Java D atabase C onnectiv ity  (JD B C ) can  be  a  rela tively  com putationally  

expensive exercise. C onsequently, C hapter F ive recom m ended that JD B C  

resources should  alw ays be  released  once they  are no longer required, as failure 

to  do so can cause m em ory  leaks. The follow ing code ex tract illustrates how  th is 

is im plem ented in  p rac tic e ...

Code Extract from; rdbm sB 4R loggerD etails.java

// C onnect to  the B 4R  database 
 B4R db.connectQ ;________________________
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// E xecute the  SQ L statem ent 
stm t =  B4R db.getStatem ent(); 
stm t.executeU pdate(SQ Lstatem ent);

// D isconnect and close the B 4R  database connection  
B 4R db.disconnect();

Figure 6.5: Closing B4R resources

6.1.3.5 General Coding Considerations

It w as recom m ended in  C hapter five th a t string concatenation  be avoided  w here 

possib le as the use o f  string concatenation involves the  creation o f  new  strings 

containing the data  copied from  the original strings. C oncatenating strings is a 

slow  process and it also creates additional w ork  fo r the  garbage collector. U sing 

java.lang.StringBuffer - as an alternative to  java.lang.String - can  im prove 

perform ance, and the  B 4R  source code reflects th is by  using  th is alternative e.g.

Code Extract from: B 4R view Logger.java

String errm sg =  new  StringB uffer("[B 4R view Logger] ")
.append(e.getM essage())
.toStringO;

6.1.4 Disaster Recovery

D isaster R ecovery is a  v ita lly  im portant com ponent in  delivering a H ighly 

A vailable system . A s noted in  the literature rev iew  (according to  Jon  W illiam  

Toigo [63]), D isaster R ecovery  (D R) and disaster recovery  planning, consists o f  a  

set o f  activities a im ed at n o t only reducing the likelihood o f  a  d isaster on  critical 

system s, bu t also m inim ising  their im pact. In an A SP environm ent, dow ntim e w ill 

have a tw o-tier effect. The first tier affected  are the  clients directly receiving 

service form  the A SP. The second tie r are the custom ers o f  those clients w ho w ill 

experience the knock-on  effect o f  the A S Ps dow ntim e. Typically, in  a  d isaster 

situation, users are aw are th a t an  outage has occurred. H ow ever, due to  the m ulti­

tie red  business m odel o f  an  A SP, the second tie r o f  custom ers m ay no t be aw are
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that the service p rovider has been  com prom ised. It w as advocated in  the  research 

contribution (chapter five) tha t a  role be created  (i.e. a  D isaster R ecovery M anager) 

w ith  the sole responsibility  for D isaster R ecovery  and  D isaster R ecovery Planning. 

O ne o f  the tasks identified  for th is D R  m anager w ould  be - in  the event o f  a 

d isaster - to  notify  clients o f  the service in terruption. D ue to  the  nature o f  an  A SP 

business m odel, th is allow s B illing4R ents clients to  notify  their ow n custom ers o f  

the service in terruption, thereby m inim ising  the  ‘bad  p ress’ tha t inevitably  arises as 

a  result o f  dow ntim e.

G regor N euga, et a l [50] identified  tw o different m easurem ents in  w hich  D isaster 

Recovery can be quantified: data loss and service loss. D ata  loss refers to  the 

am ount o f  data  an organisation loses as a  resu lt o f  a  d isaster and is often  expressed 

in  how  m uch  w ork  m ust be re-executed once the  system  has been restored  to  retu rn  

a ll data  to  previous levels. Service loss refers to  the loss o f  an  organisations IT 

system s (usually  from  the m om ent o f  d isaster, righ t up to  the m om ent the  system  is 

restored to  norm al operation).

W hen deciding w hich  D isaster R ecovery  Solution to  im plem ent it is im portan t that 

B illing4R ent estim ate the  exact cost o f  dow ntim e in  m onetary  term s, w hich  w ill 

allow  B 4R  to  establish  a  D R  budget. F igure 6.6 p resen ts a  form ula p u t forw ard by 

Ian  M asters [87], and also referred  to  in  N S I Softw are’s w hitepaper on  business 

continuity  [66], to  estim ate the  cost o f  dow ntim e.

D o w n t i m e  E s t i m a t e  F o r m u l a

P r o d u c t i v i t y  I m p a c t  + R e v e n u e  I m p a c t  
= D o w n t i m e  E s t i m a t e

P r o d u c t i v i t y  I mp a c t :  A v e r a g e  w o r k e r  rate or  s a l a r y  x e s t i m a t e d  
n u m b e r  o f  b u s i n e s s  h o u r s  the u s e r s  w o u l d  be  i m p a c t e d

R e v e n u e  I mpa c t :  A v e r a g e  m o n t h l y  g r o s s  r e v e n u e  for  the 
c r i t i ca l  a p p l i c a t i o n  x n u m b e r  of  b u s i n e s s  h o u r s  the a p p l i c a t i o n  
is im p a c t e d

Figure 6.6: Downtime Estimate Formula
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Productivity  im pact can be calculated on the  basis o f  the  average em ployee salary 

or rate m ultip lied  by  the  num ber o f  business hours the  users are likely to be 

im pacted. R evenue im pact can be calculated  on  the  basis o f  the average m onthly 

gross revenue fo r the critical application m ultip lied  by  the  num ber o f  business 

hours tha t the application is affected. These are then  added together to  achieve the 

estim ated cost o f  dow ntim e. C onsider the  fo llow ing  estim ates from  the 

B illing4R ent Innovation  P artnerships proposal docum ent [1]:

Number of Clients subscribing to Billing4Rent: 500

Number of Customers per Client: 5000

Monthly rental fee per Customer: €1

Potential monthly revenue for Billing4Rent: €2,500,000

Should a  system  experience a  service in terruption  o f  10 m inutes (w hich  is all a  

system  designed fo r 99.9%  H A  can  to lerate on a  w eekly basis [41], [44], [45], 

[48]), the estim ated cost o f  dow ntim e w ould  be €422,510:

Average worker salary (estimated): €30,000

Length Users Impacted: 0.167 hours

B4R Monthly Revenue (estimated): €2,500,000

Length Application Impacted: 0.167 hours

Cost of Downtime: 30,000 * 0.167 + 2,500,000 * 0.167 — €422,510

A s is evidenced in  the above figures, the potential revenue loss to B illing4R ent in  

the event o f  a  service outage is considerable. H ow ever, it  w orth  noting  tha t the  

Downtime Estimate Formula  is com m only used  to  estim ate dow ntim e in  a ‘real­

tim e’ system , w here continuous operation is essential to  an organisation (e.g. a 

m obile telephone operator). D ue to  the batch-processing nature o f  B 4R  

transactions, it is conceivable that a  10-m inute in terrup tion  to  B illing4R ent services 

w ould no t im pact B 4R  clients to  the  sam e degree as a  real-tim e system. 

Consequently, the estim ated  cost o f  dow ntim e fo r B illing4R ent could be 

considerably low er th an  €422,510. R egardless o f  the  estim ated cost o f  dow ntim e, 

the D isaster R ecovery  solution in  p lace m ust be adequate to  quickly restore service
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operations. The D R  solution proposed for B illing4R ent equates to  level six in  the 

Seven Levels o f  Availability  proposed  by the IB M  associated  SH A R E organisation 

[68]. Level six in  the Seven Levels o f  A vailab ility  guidelines applies database 

updates to  both  the  local and rem ote copies o f  the  databases w ith  a  single com m it. 

A  com m it is no t com pleted  until bo th  the  prim ary  and secondary locations are 

updated. Level six  requires hardw are on  the secondary platform  w ith  the  ability  to  

accept the w orkload  o f  the prim ary site during an  outage. The typical recovery  tim e 

associated w ith  Level six  is usually  less than  12 hours.

In  a  w orst-case scenario, should the B illing4R ent organisation  be inoperable for 12 

hours, the potential cost o f  dow ntim e could  be considerable. Therefore, it m ay be 

necessary to  im plem ent Level seven o f  the  Seven  Levels o f  A vailability , w hich 

guarantees zero data  loss. In  the event o f  a  disaster, an im m ediate and autom atic 

transfer o f  operations is m ade to  the secondary site, resulting  in  a  typical recovery  

tim e o f  only a few  m inutes. The associated  cost o f  im plem enting Level seven m ay 

prove prohibitive to  m any organisations, bu t w ith  the  potential cost o f  dow ntim e 

resulting in  €422,510 fo r every 10 m inutes B illing4R ent is inoperable, it could  w ell 

be, in  the op in ion  o f  th is author, an  expenditure w ell w orth  m aking.

6.2 B4R Prototype and Accepted Benchmarks

The follow ing section  details accepted benchm arks for the various com ponents o f  

B illing4R ent. W hen taken  separately, each com ponent is a  proven, industry-leading 

product, w hich  delivers h igh  levels o f  perform ance. Therefore, the use o f  these 

com ponents in  B illing4R ent guarantees a  h igh  level o f  perform ance for the  B 4R  

service as a  whole.

6.2.1 Oracle Database

The T ransaction Processing Council (TPC ) [88] is a  non-profit organisation 

founded to  define transaction processing  and database benchm arks. O ne o f  the 

benchm arks the TPC  use to  evaluate D atabase perform ance is know n as TPC-C, 

where transactions are executed against a  target database and their throughput is
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m easured. The T PC -C  benchm ark  sim ulates the activities o f  an  order-entry  

environm ent (i.e. transactions include entering and  delivering orders, recording 

Paym ents, checking the status o f  orders, and m onitoring  the level o f  stock  at the 

w arehouses)f. Therefore the TPC  define th roughput as “how many New-Order 

transactions p e r  minute a system generates while the system is executing fo u r  other 

transactions types (Payment, Order-Status, Delivery, Stock-Level)”. The prim ary 

m etric produced  is the transaction ra te  (tpm C ). A  system  exhibiting  a  tpm C  o f  500 

is capable o f  generating 500 New-O rder  transactions pe r m inute, w hile  

sim ultaneously executing the rest o f  the T PC -C  transaction  w orkload. The database 

chosen  for the B 4R  prototype is the O racle database [75], version 9i. S im ilarly , the 

b illing  and transaction  engine Singl.eV iew , to  be incorporated  into the B 4R  service 

also runs on  an  O racle RD BM S. The current TPC  benchm ark fo r O racle 9i, 

running on  a H P -U X  l l i  U N IX  m achine, is 423 ,414  tpm C  -  423,414 New-Order 

transactions w hile sim ultaneously executing  the rest o f  the T PC -C  transaction  

w orkload. This figure show s O racle to  be a  reliable, industry  lead ing  R D B M S 

solution, capable o f  providing B illing4R ent w ith  sufficiently  h igh  levels o f  

perform ance.

A dditionally, should  B illing4R ent upgrade to  O racle 10g in the  future, it  is notable 

that O racle 10g is capable o f  1,601,784 tpm C  -  1,601,784 New-Order transactions 

w hile sim ultaneously executing the rest o f  the T PC -C  transaction w orkload, and 

w as the  first R D B M S to  exceed one m illion  transactions per second [89] in 

N ovem ber 2003.

t  The TPC stress that it is not their intent to specify how to best implement an Order-Entry system. 

While the benchmark simulates the activity of a wholesale supplier, TPC-C is not limited to the 

activity of this particular business segment.
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6.2.2 Jakarta Tomcat Webserver

The S tandard Perform ance E valuation C orporation  (SPEC ) [90] is a  non-profit 

corporation form ed to  establish and m ain tain  standardised set o f  benchm arks, 

w hich  can be applied  in  high-perform ance com puting. O ne o f  the  SPEC 

benchm arks is SPECweb2005, w hich  can  be used  to  evaluate the perform ance o f  

W ebserver’s. SPEC w eb2005 m easures the  m axim um  num ber o f  sim ultaneous 

connections a  secure w eb server is able to  support w hile still m eeting  specific 

th roughput and error rate  requirem ents, i.e.

•  S im ultaneous user sessions

•  D ynam ic content (i.e. JSP  and PH P)

•  Page im age requests using  2 parallel H T T P connections

•  Sim ulates standard w orkloads -

o  B anking (H TTPS) 

o  E-com m erce (H TTP and H T TPS) 

o  Support (H TTP)

•  Sim ulates brow ser caching

•  File accesses

SPEC w eb2005 results are m easured  in  sim ultaneous user connections. The 

W ebserver used  fo r the B illing4R ent prototype is the  Jakarta  T om cat [76] w eb- 

container. The overall SPEC benchm ark fo r Jakarta  Tom cat using  T om cat version 

5.5.9, on  a  D ell Pow erEdge 2850 server w ith  a  SuSE L inux O perating System  (OS) 

is 7881. The benchm arked figure ind icates tha t T om cat is capable o f  7881 

operations p e r second.

6.2.3 Java Virtual Machine

A nother benchm ark p rovided  by The Standard  Perform ance E valuation 

C orporation (SPEC ) is used to  m easure the  perform ance o f  Java runtim e 

environm ents. SPECjbb2005  is designed to  em ulate a  3-tier w eb application and, 

as in  the previous SPEC  benchm ark  - the system  m odelled  is a  w holesale com pany. 

The benchm ark sim ulates a users in teraction  w ith  the w holesale com pany (i.e.
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placing new  orders, requesting the status o f  an ex isting  order). A dditionally , the 

w holesale com pany itse lf  also processes orders for delivery, entering custom er 

Paym ents, checking stock levels, as w ell as the  ability  to  request a  report on  any 

user. For the benchm ark test, users m ap directly  to  Java  threads, w hich  execute 

operations in  sequence. A s the benchm ark  test runs, the num ber o f  threads 

increase. For B illing4R ent, the  JV M  used  w as Sun M icrosystem s Java  Platform , 

Standard E dition  (Java SE, form erly know n as J2SE ) [74], version  1.5.0 06. The 

perform ance o f  JV M s is m easured in  B usiness O perations P er Second (BO PS), and 

a  Java R untim e Environm ent (version  1.5.0 06) running  on  a  SuSE Linux 

E nterprise Server 9 w as benchm arked at perform ing  26,698 operations p e r second. 

The follow ing tab le  (Figure 6.7) provides a  sum m ary o f  the  benchm arks achieved 

for the various com ponents used  in  the B 4R  prototype.

Component Technology Hardware Metric Date

O racle 9i
H P 9000 

Superdom e
423,414

tpm C
A ugust

2002

D atabase

Oracle 10g IBM  eServer
1,601,784

tpm C A pril 2005

W ebserver
Jakarta  Tom cat 

5.5.9
D ell Pow erEdge 

2850

7881
sim ultaneous
connections

Septem ber
2005

JV M
Java SE 

(1.5.0_06-b05)
Tyan S2865 26,698 B O PS

February
2006

Figure 6.7: Component Benchmark Summary

6.3 O u tso u rc in g  B 4R  D ep lo y m en t

A n organisation m ay outsource to  ano ther com pany (e.g. a consultancy firm  or an 

A pplication Service Provider), to provide a  service that - a lthough the organisation 

has the  ability  to  provide itse lf  - can be accom plished m ore efficiently  or m ore cost
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effectively w hen  perform ed using  a  th ird-party  resource. A ccord ing  to  C laver et al 

[91], in  Inform ation Technology (IT) term s, outsourcing  “means that the physical 

and /  or human resources related to an organisations information technology needs 

are supplied and  /  or administered by an external specialised s u p p l i e r A n 

outsourcing contract can be for a  tem porary  period o f  tim e or can ru n  indefinitely. 

Equally, organisations can outsource all o f  their IT  needs o r only parts o f  it. The 

prim ary reasons for outsourcing suggested by  L onsdale and C ox [92] include the 

follow ing:

• Focus resources on core activities: fo r exam ple, an insurance com pany

w hich  outsources its IT  needs (e.g. e-m ail or data  storage) w ill have greater

resources available to  devote to  activities critical to  their business like 

custom er interaction, and offering reduced  prem ium s.

• Cost reduction: IT outsourcing can save an organisation 20%  - 25%  over

m ain tain ing  the sam e applications in  house (reports K ate G erw ig [93]), w hile

R avi Patnayakuni and N ain ika  Seth p lace the cost savings (upfront and total) 

at betw een  30%  and 70%  [22].

• Innovation: Patnayakuni and Seth  also allude to  the fact that outsourcing IT 

operations allow s organisations to  have access to  state-of-the-art hardw are and 

softw are from  the outsourcer [22]. A n  outsourcing com pany can afford to 

provide up-to-date softw are and hardw are as w ell as the  new est upgrades as 

the to tal cost o f  provid ing  new  solutions is spread across m ultip le  custom ers.

• Availability, Scalability and Performance: O rganisations w ho provide IT 

outsourcing capabilities w ill generally  invest heavily  in  backup and redundant 

system s in  order to  m inim ise service disruption. In m ost cases (as W alsh [20] 

notes), these safeguards are above and  beyond w hat m any sm all to m idsize 

com panies can afford. Tao [24] also  subscribes to  th is v iew  and suggests that 

providers do a  be tter jo b  o f  ensuring 2 4 / 7  application  availability  than 

custom ers could. A dditionally , organisations can scale up  and dow n based on 

actual usage [22],
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6.3.1 Outsourcing Features & Benefits

The follow ing list illustrates som e o f  the features (co-location services) com m only 

provided  by  outsourcing providers:

•  24 x  7 x  365 operation

•  Full system s redundancy

•  H eating V entilation  A ir-C ondition ing  (H V A C ) system s

•  R edundant P ow er w ith  U PS and generator system s

•  C om m unications w ith  m ultip le  fibre routes

•  Security

o 24-hour Security G uard in  m any cases 

o  CC TV  m onitoring 

o  In truder-detection system s

•  D ata  storage in  fire -p roo f cages

•  C om prehensive Service Level A greem ents

6.3.2 B4R Outsourcing

W hile it is feasible for B illing4R ent to  purchase and configure the equipm ent 

necessary  to  provide A vailability, Scalability  and O ptim al system  perform ance, the 

associated  cost m ay m ake outsourcing  the  deploym ent o f  B illing4R ent a  m ore 

attractive proposition. A  hosting  com pany able to  deploy B illing4R ent in  its data 

centre w ill be able to do so fo r a  fraction o f  the cost involved  in  se lf  deploying 

B4R . There are num erous hosting  com panies that guarantee 100%  application 

availability, scalability, com prehensive D isaster R ecovery  policies, and are able to  

d istribute the costs involved across m ultip le clients. Should there be a  legal 

requirem ent that B illing4R ent be  located physically  on  Irish soil there  are a  num ber 

o f  da ta  centres available. A n  exam ple o f  an Irish based  data  centre w ould be 

D ataE lectronics [94], located  in  D ublin. See F igure 6.8 for breakdow n o f  

D ataE lectronics C o-location p a ck ag e ...
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Data Electronics Co-location Package Managed Services

• 19” standard cabinet (42Ux600x900) • Managed Internet (100% availability)

• Redundant power (A&B) • Managed Security (Managed Cisco

• Power guaranteed at 100% availability PIX and Nokia Checkpoint)

• A constant temperature is maintained • Managed Load Balancing (Managed

on the data centre floor by N+l Close Alteon load balancing service)

Control Units • Managed Storage (Storage Area

• All cooling charges (again up to Network on a High Availability Hitachi

2.2KW) are included in the co-location SAN)

charges • Managed Back-Up (Real-time and

• Each cabinet has front and rear-locking encrypted Tape and SAN backup

perforated doors solution offerings)

• 24x7 Access to the data centre. • Managed Platforms (Windows, Unix,

• Internal & external CCTV security. Linux, Exchange, Citrix etc.)

• Dual Fire Detection. • Monitoring Services (All Server,

• Extensive leak detection systems. Telecoms and Software Systems
monitoredi

Figure 6.8: DataElectronics Co-location package

A  selection o f  other Irish based  data  centres, offering sim ilar services:

•  TeleC ity [95]

•  H osting365 [96]

•  K etec [97]

A dditionally , the fo llow ing non-Irish  based hosting  com panies could  potentially  

host B illing4R ent w hile offering 100%  service availability:

•  F irstServ (London) [98]

•  B elow  Zero (Edinbrough) [99]

•  V erio  (N ew  Y ork) [100]

•  Pow erTel (M elbourne) [101]

•  PSIN et (Paris) [102]
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6.4 C h a p te r  S u m m a ry

T his chapter provided an evaluation o f  the  proposed  fram ew ork  detailed in  chapter 

five. The evaluation w as conducted in  order to determ ine i f  the fram ew ork proposed  

fulfilled  its objectives. Secondly, the evaluation included  a  com parison o f  the 

individual com ponents o f  B illing4R ent, against accepted  industry  benchm arks.

In  order to  determ ine i f  the fram ew ork fulfilled  its objectives, the proposed  B 4R  

architecture w as evaluated to  ascertain  i f  it d isplayed any Single Points o f  Failure, 

w hose occurrence could  poten tially  cause dow ntim e to  the  entire  B 4R  system . The 

design o f  the B 4R  prototype w as exam ined and i t ’s use  o f  the M odel / V iew  / 

C ontroller architecture w as highlighted. The prototype w as also appraised to 

determ ine i f  the recom m endations fo r code op tim isation  ou tlined  in  chapter fire  w ere 

im plem ented. This chapter also  evaluated the D isaster R ecovery  p lan  recom m ended 

fo r B illing4R ent and how  the  costs associated w ith  dow ntim e n o t only effect B 4R  

clients bu t also their custom ers. C onsequently, th is evaluation  highlighted the fact 

tha t a  m ore com prehensive D R  p lan  m ay be necessary.

Finally, th is chapter also p rov ided  a  recom m endation  for the  deploym ent o f  

B illing4R ent in  an external data center. This recom m endation  is ju stified  n o t only by 

the cost saving accruing from  outsourcing B 4R  deploym ent bu t also from  the 

guarantees hosting com panies give w ith  respect to  application  availability.
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Chapter Seven: Research Conclusion

The prim ary focus o f  th is pro ject has been  the study and developm ent o f  a 

fram ew ork (including the  architecture and system  configuration required) to  ensure 

H igh  A vailability  and O ptim um  System  Perform ance in  an A pplication  Service 

Provider (A SP) E nvironm ent. The A SP so lu tion  (B illing4R ent) p rovided  the real 

w orld p latform  on w hich  any recom m endations o r proposals arising out o f  the  body 

o f  research w ere im plem ented and allow ed th is research  to  be objectively  analysed 

and quantified in  a  real w orld  environm ent. This thesis investigated  the fo llow ing 

areas:

• Application Service Provision: A n A pplication  Service P rov ider (A SP) is 

a  th ird party  entity  tha t deploys, hosts and m anages access to  an application 

or service. The service is delivered to  custom ers across a  w ide area 

netw ork (usually  the pub lic  Internet), and  applications are typically  

provided on  a  subscrip tion  o r rental basis. A SP  has had  m any guises over 

the years, from  ‘Softw are-as-a-Service’ (SaaS), ‘on-dem and’ com puting, 

as w ell as the curren t b randing  as ‘hosted  app lication  m anagem ent’. A SPs 

provide access to  softw are on  a  one-to-m any basis. Consequently , the  cost 

o f  ow nership and m aintenance o f  the so lu tion  is shared by  several clients, 

w hich  in troduces econom ies o f  scale fo r end users. D espite  initial 

projections, u ser uptake o f  the A SP m odel has been  slow  to m aterialise. 

This is m ostly  due to  the  dow nturn  o f  dot. com  share prices in  early  2000, 

w hich caused the closure o f  m any on-line service providers, and w hich 

severely dented  the confidence o f  m any w ith  regard to  renting application 

access. In  the past few  years how ever, uptake o f  the A SP m odel is 

increasing -  indeed  current estim ates on softw are-as-a-service spending 

predict revenue o f  $15.2 b illion  by 2007.

• High Availability: H igh  availability  refers to  a  system  (or system  

com ponent) that rem ains continuously  operational for prolonged periods o f  

tim e. The goal o f  a  fau lt-to leran t application is to  be available 24 x  7 x  365,
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w hich  m in im ises po ten tia l losses that m ay be incurred i f  the  application 

suffers dow ntim e. Typically, availability  is m easured  relative to  ‘100% 

operational’ availability . F o r m any organisations a  desired level o f  

availability is 99.999% , com m only referred  to  as ‘five n ines’. T his level o f  

reliability, fo r a  service running 24 x  7 x  365, equates to  ju s t  over five 

m inutes o f  dow ntim e per year, or six seconds dow ntim e per week.

•  S ca lab ility : Scalability  is the  ability o f  a  p roduct - e ither hardw are or 

softw are - to  continue to  function appropriately  w hen  it is changed in  size 

or volum e, usually  to  facilitate increasing w orkloads. In  the  m ajority  o f  

cases, an application w ill scale to  a  larger size o r vo lum e in  order to 

accom m odate a  larger num ber o f  users and processes on  a  system . W hen 

designing a  scalable system , a  com m on goal is to  develop a  system , w hich 

no t only  functions in  the rescaled  environm ent bu t also takes advantage o f  

the additional resources in  term s o f  increased perform ance.

7.1 S u m m a ry  o f  R e se a rc h  C o n tr ib u tio n

C hapter five detailed  the p roposed  A SP fram ew ork. T he functional requirem ents for 

developing the B illing4R ent A SP w ere also ou tlined  and an  online B illing 

‘pro to type’ w as developed. The aim  o f  developing th is prototype w as to  provide a 

p latform  on w hich all generic recom m endations o r proposals could  be im plem ented. 

The B 4R  prototype consists o f  a  B 4R  client w ebsite  w here clients can add, rem ove, 

update custom ers, p roducts /  services, and invoices. A dditionally , an  ‘A dm inistrative 

In terface’ w as created  in  order to  m anage and adm inister the B 4R  A SP prototype. 

The A dm inistrative Interface allow s authorised B 4R  personnel to  create and m anage 

user accounts for clients. From  the A dm inistrative site, au thorised personnel can  also 

create users, v iew  statistics relating  to B 4R  storage m edia  (e.g. D atabase or 

Filesystem ) usage, as w ell as v iew  audit and error logs. A  m onitoring program  is also 

available and provides the ability  to  M onitor B 4R  and collect statistics relating to  

page hits, page com pletion  tim es etc. The research  con tribu tion  also detailed the 

Proposed N etw ork  A rchitecture for an  A SP, and  decom posed th is proposed  

architecture into its constituen t parts. R ecom m endations for each o f  these parts w ere
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also suggested. Source code optim isations in  order to  im prove the prototype system  

perform ance w ere also detailed. Finally, C hapter F ive also  docum ented the detail o f  

a  D isaster R ecovery P lan  suitable for restoring service to  A S P  tier-1 level clients and 

their respective clients in  turn  in the  event o f  a  d isaster situation.

The research contribution w as subsequently  evaluated  in  order to determ ine i f  the 

p roposed fram ew ork fulfilled  its objectives. The p roposed  architecture w as evaluated 

to  ascertain  i f  it d isplayed any Single Points o f  Failure, the  occurrence o f  w hich 

could  potentially  cause dow ntim e to the entire system . The design o f  the  B 4R  

prototype (including the  use o f  the M odel / V iew  / C ontro ller architecture) w as 

h ighlighted and evaluated. The evaluation also  considered  the  D isaster Recovery 

p lan  recom m ended fo r B illing4R ent and how  the costs associated  w ith  dow ntim e 

affect clients and their custom ers. In the  case o f  B 4R , it w as recom m ended tha t the 

deploym ent o f  the  service be outsourced to  an  ex ternal data  center. G iven  the 

background business m odel, th is recom m endation  is ju stified  across cost and service 

level / availability  criteria.

7.2 R e se a rc h  C o n c lu s io n s

T he C om puting Industry  has com e full circle from  M ainframe Batch Orientated 

Processing  o f  the 1950’s, 6 0 ’s and 7 0 ’s, th rough  to  batch  orientated  centralised 

processing A S P ’s such as B 4R  and others. A lthough  the  A SP business m odel cam e 

to prom inence during the  late 1990’s, application hosting  dates back  to  the  1960s. 

Indeed, E lectronic D ata  System s (ED S) w as one o f  the first A SPs, renting tim e on 

their m ainfram e com puters to  custom ers w ho either could  not afford a  m ainfram e or 

w ho did no t have enough usage to ju stify  the purchase o f  a  dedicated m ainfram e 

[103], K now n as the first w ave o f  outsourcing - o r time-sharing  [104] - com m ercial 

organisations and educational institu tions took  tu rns ren ting  m ainfram e-processing 

capabilities. The m ainfram e perform ed all the p rocessing  and all m em ory and storage 

resided on  the m ainfram e. A ccess to  the  m ainfram e w as v ia  a  ‘dum b term inal’. The 

term inal, w hich  w as no t capable o f  any processing, b u t relayed  m essages to  and from  

the m ainfram e. The tim e-sharing approach  allow ed organisations to  access 

applications online on  a  pay-per-use basis ra ther th an  purchasing and m aintain ing
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hardw are and /  or softw are a t the organisations physical site. The 1980’s and 9 0 ’s 

saw  the em ergence o f  the  Personal C om puter (PC), w h ich  allow ed applications to  be 

installed on  individual m achines. H ow ever, tow ards the end o f  the 1990’s, 

organisations began outsourcing various applications to  A pplication Service 

Providers, w ho w ould  charge them  on a  per-usage basis. W hile the  user interface, 

p rocessing speed and the  speed o f  the  netw ork  connection  have all increased 

exponentially, m any o f  the principals o f  tim e-sharing rem ain  essentially  the sam e.

Scalability and H igh  A vailability  are becom ing increasingly  im portant com ponents 

o f  overall system  architectures. For m any applications, their function  is w ell 

understood, w ell coded, and w ell docum ented fo r th e  end user. In  m any application 

dom ains, there  are num erous com peting softw are products essentially  delivering the 

same level o f  features to  their user base. C onsequently , the ability  o f  the  application 

to  deliver h igh perform ance levels regardless o f  user load, or to  scale gracefully  is 

becom ing a  decisive selling point. A pplication  features are becom ing m ore a  given, 

application perform ance and cost-effective scalable p latform  configurations are 

em erging as the d istinguishing features for softw are solutions. For exam ple, in  term s 

o f  B4R, the concept o f  billing  is w ell understood by  potential users o f  the  service, 

and, there are num erous b illing  solutions for th em  to  choose from  in  the  m arket 

place. The innovation o f  B illing4R ent lies in  the A SP solution architecture; the 

b illing application w ill be hosted  and available to  end-users on a subscrip tion / rental 

basis. This hosting  innovation is heavily  relian t on  scalability and  availability  

considerations in  order to  deliver a  service w ith  h igh  (expected) levels o f  

perform ance and w ith  m inim um  service in terruption. A s w as evidenced in  the 

literature rev iew  chapter on  h igh  availability  and scalability  (pp 26-77), a  study 

conducted by C om paq found tha t 29%  o f  enterprise custom ers can to lerate only 0-3 

seconds o f  dow ntim e per outage o f  their critical applications. A  further 37%  o f  these 

custom ers can to lerate only up to  3 m inu tes o f  dow ntim e per outage o f  their critical 

applications. These figures clearly ind icate  tha t tw o ou t o f  every three respondents 

w ill only to lerate up  to  3 m inutes o f  dow ntim e p er outage. S im ilarly, K ern  et a l [9] 

report that 85%  o f  po ten tia l A SP custom ers rate quality  o f  service as being one o f  the 

key factors in  A SP satisfaction. V arious sources - including N ozar D aylam i et al 

[37], B a n y  Jaruzelski et al [7] and B havini D esai et al [17] - cite perform ance
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considerations in  term s o f  h igh-availability , scalability  and reliability  as the  m ajor 

inhibitors to  the w idespread uptake o f  the A SP m odel.

W ith revenues set to  rise in the com ing years, it is w orth  noting  the em ergence into 

the A SP m arketplace o f  m any o f  the larger players in  the softw are industry. This 

trend w ould  suggest tha t m any organisations v iew  delivery  o f  softw are-as-a-service 

as being a  potentially  rich  source o f  incom e. Consequently , the A SP delivery  m odel 

m ay be utilised  on  a  m ore regular basis for future softw are releases. For exam ple, 

som e o f  the w orlds largest technology com panies have  A SP offerings: O racle O n 

D em and [105] is a  hosted  C ustom er R elationship  M anagem ent (C R M ) solution 

designed to  m anage an organisations IT  infrastructure, software, security, service 

levels etc. Sim ilarly, O ffice L ive [80] from  M icrosoft p rovides an o rganisation  w ith  

e-m ail accounts, business m anagem ent applications, as w ell as a  W eb site m anaged 

and m aintained by  M icrosoft. A dditionally , G oogle have recently  (2006) added  a 

w ord-processing package to  their suite o f  products. ‘W rightly’ [82] w ill provide an 

alternative to  M icrosoft W ord, and w ill be delivered to  users v ia  the web.

7.2.1 Future Research Potential

The author identifies significant further research po ten tia l in  the  fo llow ing areas:

•  Form al benchm arking o f  A SP solutions. In  the research evaluation chapter 

o f  th is thesis (pp 125-143), a  com parison o f  accepted benchm arks for the 

various com ponents o f  B illing4R ent, for exam ple, w as docum ented. Each 

com ponent, w hen taken  separately, is a  proven, industry-leading product, 

capable o f  delivering h igh  levels o f  perform ance. The use o f  these 

com ponents in  B illing4R ent shou ld  guarantee a  h igh level o f  perform ance 

for the B 4R  service as a  w hole. Future research could  consider issues 

surrounding the benchm arking o f  individual com ponents in  a  system  

versus the benchm arking o f  the system  as a  whole.

•  The influence o f  the A SP and  softw are-as-a-service parad igm  on 

application design and developm ent m ethodologies. I f  the prem ise is 

correct th a t application features are essentially  expected / given, and that
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application perform ance and cost-effective scalable p latform  

configurations are em erging as the  d istinguishing features o f  softw are 

solutions, to  w hat ex ten t does tha t affect curren t design and  developm ent 

m ethodologies going forw ard. M any accepted m ethodologies are 

‘features’ driven  and tend to  focus on  iterative prototype developm ent, 

testing, in tegration e tc ....

•  The form al in tegration o f  S ingl.eV iew  and the B 4 R  prototype. The 

B illing4R ent prototype w as designed  using  the M odel /  V iew  /  C ontroller 

design pattern, in  order to  a llow  interchangability  betw een  various 

com ponents o f  the B illing4R ent prototype. This design  allow s the 

S ingl.eV iew  rating and b illing  engine to  be plugged-in  to  the B 4R  

prototype, to  provide B 4R  billing capabilities. Currently, the prototype 

back-end  is an O racle RD BM S.

•  Enhancem ent o f  the logging  capabilities o f  B illing4R ent. Currently, the 

B 4R  prototype allow s logging to  be e ither enabled o r disabled. I f  the 

logging is enabled, d ifferent logging levels can  be specified to  log all 

m essages or to  ju s t log m essages w ith  a  h igh  priority. T his allow s B 4R  to 

m onitor the  perform ance im pact o f  logging and ad just the logging level as 

necessary. A  future enhancem ent w ould  be the setting o f  logging levels on 

an individual basis fo r each client.
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Perception: The Real Inhibitor to ASP 
Adoption?

Sabrina McNeely1, Kenneth Kirrane2, 
John Healy3, Sean Duignan4 

Department of Maths & Computing, 
Galway-Mayo Institute of Technology, 

Galway, Ireland.
Tel: +353 (0) 91 753161 
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E-mail2: Kenneth.kirrane@gniil.ic 
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E-mail4: sean.tluignan@gmit.ie

Abstract: Upon its inception, many heralded the ASP paradigm as the 
death knell of software-as-a-product, and the birth of software-as-a- 
service. Despite the hype however, uptake is struggling to reach the levels 
many analysts predicted for the ASP model. This paper identifies and 
examines the key factors influencing the adoption of ASP, and highlights 
the inconsistencies in the available literature. We identify several 
questions that remain unanswered, which may be adversely influencing 
user perceptions of the model. In order to address these questions, areas of 
further research are proposed to deconstruct the inhibitors of the ASP 
paradigm, and ultimately answer the most burning question: Is perception 
the primary inhibitor to the uptake of the ASP model?

1. Introduction

The A pplication  Service P rovision (A SP) m odel has had  m any guises over the years 
including softw are-as-a-service, on-dem and com puting and utility  com puting. 
H ow ever, its underly ing prem ise rem ains unchanged: A pplication  Service Providers 
(A SPs) offer m ultip le  users a  subscrip tion-based access m odel v ia  the  Internet to  
centrally m anaged  applications [1]. A SPs provide access to  softw are on  a  one-to- 
m any basis and thus the  cost o f  ow nership  and m aintenance o f  the solution is shared 
by several clients. Service level agreem ents (SLA s) assist in  ensuring client 
expectations are m et w ith  regard  to  the  perform ance o f  the A SP solution.
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D espite the initial hype, u ser uptake o f  the A SP m odel has been  slow  to 
m aterialise. In 2001 the International D ata  C orporation (ID C) G roup forecast that 
spending on  A SPs w ould  grow  to  $24 b illion  by 2005 [2]. B y 2002/2003, the ASP 
m arket seem ed all but dead, w ith  a 90 percent failure rate  according to  industry 
analysis [3]. EDC reports that the A SP m arket had only  reached $5 b illion  by  2003 
falling far short o f  that w hich  w as first envisaged [4]. C urren t estim ates indicate 
w orldw ide spending on softw are as a  service and associated softw are license revenue 
w ill reach  $15.2 b illion  by 2007, m uch  low er than  earlier p red ictions bu t substantial 
nonetheless [4] [5]. The above statistics suggest that A SP has been  given a  new  lease 
o f  life.

A lthough m any papers are quick to  quote statistics and outline the 
determ inants o f  ASP adoption, few  delve into the reasoning  beh ind  these 
determ inants, be  they positive  o r negative. The objective o f  th is paper is to  identify  
and exam ine the  key factors influencing the adoption o f  the  A SP m odel. To 
accom plish  th is objective, th is paper explores the ex isting  literature in  order to 
form ulate a  consensus on  the reasons pertain ing to  the uptake o r o therw ise o f  the 
A SP m odel. O ur analysis is div ided into three distinct sections. F irst, w e establish  the 
key factors that individually  lead to  e ither an  affirm ative o r adverse decision  w ith 
regard to  the uptake o f  the  A SP m odel. Second, w e attem pt to  expand on  the  research 
to date by exam ining each o f  these factors and their relevance to  the  adoption  o f  the 
A SP as a w hole. Finally, w e conclude the paper by  highlighting the required 
direction for further research  o f  the A SP m odel.

2. Identification of the key factors influencing ASP adoption

In depth  analysis o f  the literature h ighlights econom ies o f  scale as the key driver o f  
the A SP paradigm  [1], [6], [7], [8], [9], [10]. A SPs exhib it econom ies o f  scale as the 
cost o f  the solution is d istributed am ong its custom ers on  a one-to-m any basis. In 
addition to econom ies o f  scale, W alsh  [10] in terestingly  h ighlights security  and 
reliability  as m ajor benefits o f  the  A SP m odel, and states that fo r sm all o r m idsize 
organisations, A S Ps can provide greater levels o f  security  and reliab ility  than  the 
custom ers ow n organisation [10]. W alsh ’s po in t is contrary  to  the norm , as 
uncertainties w ith  regard to security  and p rivacy  as w ell as perform ance concerns in 
the form  o f  availability, scalability and reliability , are cited  as the  m ain  inhibitors to 
the uptake o f  the A SP m odel [5], [11], [12]. This section is dedicated  to exam ining 
each o f  the above factors in  order to  assess the benefits o r th reats they potentially  
pose to  the  adoption o f  the A SP m odel.

2.1 Economies o f scale

In econom ic term s, econom ies o f  scale are achieved w hen the average cost o f  
producing a  product dim inishes as each  additional p roduct is produced , as the  fixed  
costs are shared over an increasing num ber o f  products. The econom ies o f  scale 
m odel is equally  viable w ith  regard to  service provisioning. A SPs achieve econom ies 
o f  scale by low ering the average cost o f  the service through sharing fixed costs 
am ong m any users. A  survey conducted by  the Inform ation Technology A ssociation  
o f  A m erica  (ITA A ) in  2002 investigated  key user expectations in  selecting ASPs. 
R esults o f  that survey indicate tha t 39 percent o f  respondents estim ate their return  on 
investm ent o f  betw een 10 and 50 percent, w hile an  additional 14 percent o f
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respondents p laced it betw een 51 and 100 percent [13]. The cost savings h ighlighted 
by the ITA A  survey offer som e solace to  com panies burdened by an  increased 
reliance on  IT, and its associated  costs. A SPs can alleviate th is burden, thus allow ing 
a com pany to  focus on  other core areas o f  their enterprise. By contrast, a  survey o f  
250 IT  m anagers conducted by Informatiomveek.com  h ighlights a  h igh  degree o f  
scepticism  w ith  regard to  the claim ed cost advantages / econom ies o f  scale [14].

2.2 Performance (high availability, scalability and reliability)

D ue to A SPs netw ork-centric  delivery m odel, perform ance considerations in  term s o f  
high-availability , scalability  and reliability  are often cited  as the  m ajor inhibitors to  
the w idespread uptake o f  the A SP m odel [5], [11], [12], [15], H igh  A vailability  (HA) 
requires system s designed  to  to lerate faults — to detec t a  fault, report it, m ask  it, and 
then continue service w hile the faulty com ponent is repaired  offline [16]. In  the 
m ajority  o f  cases, availability  is expressed as a percentage o f  system  up tim e, w ith 
“five n ines” o r 99.999%  availability  a  desired level o f  availability  fo r m ost A SPs. 
Scalability refers to the ability  o f  a  system  to accom m odate an  increasing num ber o f  
elem ents or objects, to  process grow ing volum es o f  w ork gracefully, and/or to be 
susceptible to  enlargem ent [17]. System s should  n o t only adapt to  their new  
configurations, they should  be able to  operate w ith  the  sam e level o f  efficiency and 
to  the sam e standard  o f  service. R eliability  is defined as the assurance a  product w ill 
perform  its in tended function  for the requ ired  duration  w ith in  a  g iven  environm ent. 
R eliability  is best described as product perform ance over tim e [18]. A  reliab le  system  
should consistently  produce the sam e results, w hile  m eeting, o r exceeding custom er 
expectations.

K em  et al (2002) report that 85%  o f  poten tia l A SP custom ers rate  quality  o f  
service as being one o f  the  key factors in  A SP satisfaction. The m ajority  o f  potential 
A SP custom ers also rate  scalability  and flex ib ility  as being very im portan t [19]. A  
large factor in  service quality, availability  and scalability, for w eb-hosted  
applications is the quality  and speed o f  the  underlying netw ork  in  delivering the 
service offering to  its custom ers. M any factors influence netw ork  quality, such  as 
bandw idth  lim itations, netw ork  latency and reliab ility  o f  the Internet. This is 
especially true in  the A SP paradigm  as all the  application processing  takes p lace on 
the application server, w ith  the results retu rned  to geographically  d ispersed users 
over the netw ork  in  a  th in-clien t m odel. These findings are corroborated  by IT A A ’s 
(2001) survey o f  key user expectations w ith  respect to  A SP -  over 80%  o f  
respondents claim ed that guarantees on  netw ork  reliab ility  w ere a  very  im portant 
feature o f  Service Level A greem ents (SLA s) betw een A SP and clients [2].

A vailability  and perform ance are p robably  tw o o f  the m ost im portant 
characteristics o f  an  A SP. C onsequently, A SPs w ill generally  invest heavily  in 
backup and redundant system s in  order to  m inim ise service disruption. W alsh  notes 
that these safeguards go beyond w hat m any sm all to  m idsize com panies can  afford, 
and are thus seen as a  benefit o f  the A SP m odel [6], Tao also suggests tha t m ost 
online service providers do a  better jo b  o f  ensuring 24/7  application availability  than 
custom ers could  [20]. W alsh  and T ao ’s position  is further strengthened by various 
other references in  the literature pertain ing to availability , scalability  and  reliability  
as benefits o f  the  A SP m odel [8], [11], [21], [22].
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Several researchers refer to  security and p rivacy  o f  da ta  as one o f  the prim ary areas 
for concern w ith  regard  to  the realisation o f  an  A SP so lu tion  [6], [8], [5], [12], [23]. 
Fears o f  com prom ised security and privacy have prevented  m any firm s from  fully 
investigating and in tegrating the A SP business m odel [12]. A lthough bo th  security 
and privacy are concerned w ith  guarding the clients sensitive data, they can be 
distinguished as follow s:

•  Security is used  to refer to  pro tection  o f  the A SP solution and the data 
exchanged or stored as part o f  the A SP solution. A SP security  can be broken 
into three d istinct considerations: physical security, so lution security  and 
security and  integrity  o f  client data  [24].

•  P rivacy is exclusively  concerned w ith  ensuring the  protection and in tegrity  o f  
the c lien t da ta  exchanged o r stored as part o f  the  A SP so lu tion  from  
unauthorised access.

L inthicum  [23] outlines three possib le security  issues, w hich  can be used  to  
collaborate the above defin ition  o f  security. P oo r netw ork  security m ay leave the 
hosted  solution open  to external intrusion. Second, an  unsatisfactory  physical 
security policy  m ay resu lt in  an  internal attack. F inally , there are concerns around the 
security firew alls that are p laced betw een the hosted  application dom ains [23].

W hile the m ajority  o f  research  literature focus on  the negative aspect o f  
security, W alsh  [10] looks at security from  a  d ifferen t perspective concentrating on 
the security benefits that can be leveraged from  an  A SP solution. A SPs are 
responsible for defin ing and adhering to  a  security  policy, w hich  m eets the needs o f  
their clients. W alsh  [10] states tha t o ften  the security and reliability  safeguards 
im plem ented by A SPs go beyond w hat m any sm all to  m idsize  com panies can afford 
and thus are a  benefit o f  the A SP m odel.

3. Analysis of the key factors influencing ASP adoption

Based on an in-depth  analysis o f  the available literature, Economies o f  Scale, 
Performance and  Security have been  identified  as the key factors that influence the 
uptake o f  the A SP m odel. The aim  o f  th is section  is to  expand on the research to  date 
by exam ining each o f  these factors and to  assess their relevance to  the success o f  the 
A SP m odel in  greater detail.

By operating a one to m any business model ASPs can achieve economies o f 
scale in term s o f  applications, netw ork costs, server technology and implementation 
expertise [8]. It is argued however that clients who demand a  high degree o f  
customisation destroy m uch o f  the value that econom ies o f  scale provide [25]. This 
results in the need to  pay higher fees for custom ised solutions. Do client requirements 
fo r  customisation need to adversely affect the benefits obtained through economies o f  
scale? I f  the ASP offering is based on open standards, then high levels o f  custom isation 
m ay not equate to  higher costs. For example, many dedicated concert and entertainm ent 
venues see econom ies o f  scale inherent in outsourcing their ticketing operations, an 
illustration that custom isation can be accom m odated w ithin a centralised environm ent -  
the ticketing solution provided by “ASPs” can be custom ised with regards to venue, 
artist, date, etc, while the underlying service offering rem ains the same.

M uch o f  the  literature suggests that perform ance considerations (and in  
particular the issues o f  high-availability , scalability  and reliability) are significant 
inhibitors to A SP adoption. N otw ithstanding  that, o ther researchers suggest that

2.3 Security
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given the sizeable investm ents undertaken  by  A SP solution providers, the ASP 
m odel m ay actually offer enhanced availability , scalability  and reliability  to  the 
solution adopter. Indeed, m any m ature and industry p roven  solutions can  be cited 
that offer support to  th is notion. H ew lett Packard 's flagship  version  o f  the  popular 
U nix  operating system  (H P-U X  l l i )  is a  case in point. L ike m any o ther product 
offerings in  the m arketplace, this operating system  is im plem ented on  system s 
ranging from  w orkstations and access servers to application servers and data  center 
servers - system s w here h igh availability  is o f  param ount im portance. H P-U X  l l i  
scales easily to  64 processors and is designed to  a llow  for fu ture scaling to  256 
processors in  a  single system  [26]. O ther p layers in  the operating system s 
m arketplace provide sim ilar functionality  in  their products. Sun  M icrosystem s, for 
instance, offers Sun Fire E 25K  Server; a  m assively  scalable, h ighly  available data 
center server tha t scales to  72 U ltraSPA R C  IV  processors. A  key factor in  the design 
o f  the Sun Fire E 25K  Server is the ability  to consistently  deliver h igh  levels o f  
reliability  and  availability  [27], Why then is perform ance perceived as an inhibitor to 
ASP uptake, when industry proven solutions exist that support high-availability, 
scalability and  reliability?

Tim e and tim e again security and privacy are cited  as m ajor draw backs to  the 
uptake o f  the  A SP m odel. A s previously  outlined  by W alsh [10], A SPs often  have 
the ability and resources to  provide a h igher level o f  security than  m any sm all to 
m idsize com panies [10]. The above begs the question: Is trust the key to viewing  
security as a benefit or a threat to the uptake o f  the ASP model?  In  an  attem pt to 
answ er th is question  w e exam ine security  and specifically  consider physical security, 
solution security  and security and in tegrity  o f  c lien t data.

Inform ation Technology (IT) organisations have trusted  data  centers w ith  the 
security o f  their so lution hardw are for decades. D ata  centers have gained custom er 
trust by im plem enting strict physical security  policies, ensuring access is restricted  to 
authorised personnel through the use o f  b iom etric  scanners such as fingerprin t or 
IRIS identification, in  addition to  the use o f  passw ords and arm ed guard pro tection  o f  
facilities [6]. Surely ASPs have a vested interest in ensuring the physical security o f  
their hardware? A uthentication, au thorization  and encryption all fall under the 
solution security  um brella. O rganisations have  m ade signification progress in 
securing system s th rough  authentication by  enforcing the use o f  strong passw ords. 
R estriction o f  access (both local and netw ork) is achieved through authorisation 
policies. A dvances in  netw ork security  have alleviated the fear o f  transferring 
sensitive data  such  as bank and cred it card  details. H yperText Transfer P rotocol over 
Secure Sockets Layer (H TTPS) ensures the  privacy, in tegrity  and consistency o f  data 
through the use o f  the encryption. Secure Sockets Layer (SSL) has been  w idely 
im plem ented and is now  the de facto standard fo r providing secure e-com m erce 
transactions over the w eb [28]. Are ASPs not equally dedicated to preventing  
unauthorised access to machines on their network as their clients? A lthough 
appropriate levels o f  physical and so lu tion  security  assist in  ensuring security  and 
privacy o f  data it is also essential that p roven  encryption techniques are used and 
redundant hardw are is disposed o f  in  an  appropriate m anner. Softw are and data  that 
is no longer needed should  be uninstalled  and erased to  ensure tha t it  is n o t accessible 
to unauthorized individuals. Y et again  by im plem enting an appropriate security 
policy A SPs could  overcom e this perceived  problem . Surely ASPs strive to m eet or 
even exceed customer expectations?

Economies o f  scale, Performance and Security  have been  identified  as the 
key factors that influence the uptake o f  the A SP m odel. H ow ever our analysis o f
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these factors suggests than  ‘percep tion’ m ay  in  fact be the factor m ost relevan t to the 
success o f  the A SP m odel. Is it possible that ‘bad press ’ has influenced perception o f  
the ASP model and  ultimately its uptake?

4. Conclusion

O ur analysis o f  the  factors influencing the  uptake o f  the  A SP m odel suggests that the 
research conducted to  date is at best, incom plete, or a t w orst, vague and am biguous. 
Further research  is required to fu lly  clarify  the  relevance o f  E conom ies o f  Scale, 
Perform ance and Security, and m ost im portan tly  Stakeholder Perceptions (U sers, IT 
M anagers, Softw are D evelopers, Industry A nalysts and A cadem ics) to  the adoption 
o f  the A SP m odel as a  whole. Perceptions have in  the past greatly influenced  the 
em ergence or o therw ise o f  new  paradigm s and / or the rate o f  adop tion  o f  new  
products. G lobal adoption o f  the autom obile fo r instance w as in itially  predicted  to 
be in the low  thousands due to the fa c t  th a t no t enough peop le  w ould  w ork as 
chauffeurs. H istory  tells  us tha t th is fa c t  w as in  the end an ill-in form ed and poorly  
validated  perception. C loser to  the w orld  o f  A SP there are s im ilar exam ples o f  
perceptions influencing critical th inking  -  consider som e o f  the IT  industry ’s v iew  o f  
the poten tia l m arket for personal com puting  som e 20 - 25 years ago! W e suggest 
that perception  is in  fact a  key  inh ib itor to  the uptake o f  the  A SP m odel and  seek to  
further th is hypothesis. H ighlighting  the  issue through th is paper is an in itial step. 
Furthering the body o f  research focusing  on  A SP adoption is another step in  
assessing our hypothesis. To begin  to  achieve this second step then , w e propose a 
survey o f  IT  organisations tha t specifically  explores all the factors pertinent to  A SP 
adoption at a  m uch finer level o f  granularity. The prim ary  focus o f  such  a  survey is 
to explore “perceptions” in  particu lar and  how  they influence A SP adoption  rates. 
Interview s should supplem ent the  survey w here appropriate to  clarify  any 
am biguities that arise. It is in tended to  finalise the  design o f  the  survey and target a 
representative population in  Ireland in  2005. A n  analysis o f  the research 
m ethodology and o f  the survey results w ill be the  subject o f  a  later paper.

5. References

[1] T. K em  et al -  2002,
“E xploring A SP as sourcing strategy: theoretical perspectives, propositions for 
practice” , Journal o f  Strategic Information Systems 11 (2002) 153-177

[2] A. Suasaria e t al -  2001,
“M aking the M ost ou t o f  an A SP R elationship” , IEEE Computer Society 
httn ://csd I .com puter.ora/com p/m aus/U /2001 /06/f6063abs.h tm . 7 th M arch 2005

[3] L. H a b e r- 2 0 0 4 ,
“A SPs Still A live and K icking”, ASPnews.com  -  Trends 
http ://w w w .asD new s.com /trends/article.php/3306221. 7th D ecem ber 2005

[4] A. M . K onary - 2004,
“P resentation to  the  ITA A ”, ID C A nalyst P resentation to  the ITA A  - February 12, 
2004, http://w w w .ID C .com

- 160-

http://www.asDnews.com/trends/article.php/3306221
http://www.IDC.com


[5] N . D aylam i et al -  2005,
“D eterm inants o f  A pplication  Service P rovider (A SP) A doption  as an  Innovation”, 
Proceedings o f  the 38th Hawaii International Conference on System Sciences 
(HICSS-38 2005)

[6] K. R. W a lsh - 2 0 0 3 ,
“A nalysing the A pplication A SP Concept: Technologies, Econom ies, and 
Strategies” , Communications o f  the ACM, August 2003 Vol. 46, No. 8

[7] B. D esai and W. L. Currie -  2003,
“A pplication  Service Providers: A  m odel in  Evolu tion” , The Fifth International 
Conference on Electronic Commerce, ICEC 2003

[8] T. K em  and J. K reijger -  2001,
“A n  E xploration  o f  the A pplication  Service P rovision O utsourcing O ption” , 
Proceedings o f  the 34th Hawaii International Conference on System Sciences 
(HICSS-34 2001)

[9] B. V assiliadis et al -  2004,
“A pplication Service Provision through the Grid: B usiness m odels and 
A rchitectures”, Proceedings o f  the International Conference on Information  
Technology: Coding and Computing (ITC C ’04)

[10] K. R. W a lsh - 2 0 0 3 ,
“A nalysing the A pplication  A SP Concept: Technologies, Econom ies, and 
Strategies” , Communications o f  the ACM, August 2003 Vol. 46, No. 8

[11] B. Jaruzelski et al - 2 0 0 1 ,
“ASP 101: U nderstanding the A pplication  Service P rovider M odel” , Booz, Allen, 
Hamilton Consulting,
http ://extfile .hah.com /livelink/livelink/61813/?func=doc.Fetch& ,nodeid=61813. 11th 
M arch 2005

[12] B. D esai — 2002,
“M arket Entry Strategies o f  A pplication  Service Providers: Identifying Strategic 
D ifferentiation” , Proceedings o f  the 36th Hawaii International Conference on System  
Sciences (HICSS-36 2003).

[13] T. B u rto n - 2 0 0 2 ,
“ITA A  Survey Show s A SP C ustom ers A chieve Real B enefits from  O utsourcing”, 
Information Technology Association o f  America,
http://w w w .itaa.orii/pcw s/pr/PressR elease.cfm ?R eleaseID = l017252264, 8th M arch 
2005

[14] J. M ateyaschuk - 1999,
“Leave the A pps to  us! A SPs offer benefits through econom ies o f  scale” ,
Informationweek.com, h ttp ://w w w .iniorm ationw eek.com /756/asp.htm , 25 th A pril
2005

- 161 -

http://extfile.hah.com/livelink/livelink/61813/?func=doc.Fetch&,nodeid=61813
http://www.itaa.orii/pcws/pr/PressRelease.cfm?ReleaseID=l017252264
http://www.iniormationweek.com/756/asp.htm


[15] D. G reschler and T. M angan -  2002,
“N etw orking lessons in  delivering ‘Softw are as a  Serv ice’ -  Part 1” , International 
Journal o f  Network M anagement 2002; 12: 317 (DOI: 10.1002/nem.446)

[17] A .B . B o n d i- 2 0 0 0 ,
“C haracteristics o f  Scalability  and Their Im pact on  Perform ance” , Proceedings o f  the 
2nd International Workshop on Software and Performance

[16] J. Gray and D. P. S ie w iro k -  1991,
“H igh-A vailability  C om puter System s” , IEEE Computer archive Volume 24, Issue 9

[18] IEEE R eliability  Society -  2000,
“R eliability  Engineering” , IEEE Reliability Society,
http://www. ewh. ieee. oni/soc/rs/Rel ¡ability Engineering/index, hi ml, 25th A pril 2005

[19] T. K em  et al -  2002,
“N etsourcing: R enting  B usiness A pplications and Services O ver a  N etw ork” , ISBN: 
0-13-092355-9, Pretence Hall Publishing Inc.

[20] L. Tao -  2001,
“ Shifting Paradigm s w ith the A pplication  Service P rov ider M odel” , IEEE Computer 
Society, h ttp ://csdl.com puter.om /coinp/m ags/co /2001/10/rx032abs.h tm , 08th Dec 
2004

[21] B. C o h e n - 2 0 0 4 ,
“ Sm art A dvice: C onsider Purchasing R eal-T im e C ollaboration A pplications through 
an  A S P ”, InformationW eek Advisory Council,
hU p://w w w .in[brm ati»nw eek.com /shared/priiU ab[eA rticleSrc.ihtm l?artidclD !=55800 
253. 25 lh A pril 2005

[22] D . Sovie and J. H anson -  2001,
“A pplication  Service Providers: W here are the real p ro fit zones? ” , Mercer 
M anagement Consulting,
http ://w w w .m ciccrm c.com /Perspcctives/Perspectives pdfs/hanson sovie- 
A SPprofit.pdf, 20 lh January 2005

[23] D. L inthicum  -  2002,
“To A SP or N ot to A S P ?”,
httn://w w w .softw arenum .com /L .cihi?D oc=archivc/2000apr/A SPorN ot.h tm l. 27th 
A pril 2005

[24] T. A nderson -  1994,
“M anagem ent G uidelines for PC  S ecu rity”, A C M  SIG ICE Bulletin - July 1994 - 
Volume 20, Issue 1, Pages 7-14

[25] P. Bendor-Sam uel -  2001,
“M axim izing  the B enefits o f  Econom ies o f  Scale” , Outsourcing Journal Insights, 
O utsourcing Journal M ay 2001

- 162-

http://www
http://csdl.computer.om/coinp/mags/co/2001/10/rx032abs.htm
http://www.mciccrmc.com/Perspcctives/Perspectives


[26] H ew lett-Packard -  2005,
“ HP-U X  i l i ,  the Proven Foundation for the A daptive Enterprise” , Hewlett-Packard, 
http://vvww .hp.com /products 1 /un ix /operatina/index .h lm l. 2" M ay 2005

[27] Sun M icrosystem s -  2005,
“ HP-UX l l i ,  the Proven Foundation for the A daptive E nterprise” , Sun H igh E nd  
Servers, h lttr / /w w w .sun.com /servers/hm hend, 2nd M ay 2005

[28] W . C hou
“Inside SSL: T he Secure Sockets Layer Protocol” , IT  Professional -  July/August 
2002 Vol. 4, No. 4 Pages 47-52

- 163-

http://vvww.hp.com/products
http://www.sun.com/servers/hmhend


Appendix 2 -  B4R Prototype Screenshots
1) Client Site: H om e Page
1 3  BMhnrjJHent Mirrnsnft Inlrrnet Fxplnrei i t s j j i j

0 e  gft Jfjsw Favorites Iwfa ydp ___________ 1 * 1

Q^Back ▼ j  - [*] I ÿ r  ' Search "^ F av o rite  1 >  L

Address r ■'! Nrps^ww.tfiri^ic^.ççïfi/ J  t J o o  Urte **

b illin g ^ /re n t com
o t t i in o  it i n  tu  v i f / v ic e  p r o v id e r

S m lc e *  CHfTit I-ogin Support About V i

Everyone needs to bill in order to take in revenue " I f  you can’t  bfl] it, kill it"  is what 
large earners say about a  particular service

While it is critical to their revenue, earners and service providers do not need to be billing 
experts This is B ilkglRent's job I

Billuig4Rent offer an online billing service based on a i ental model that any service 
provider can use to bill their customers

Using ASP (application service provider) technology, version updates to the software aie 
seemless to the user

Mo downloads and no installs are required All that is needed is an Internet connection

r ,

T +353 513029641F +353 i l  3029011E infc<§billing4tenL ie

¿JDone

© 2005 Billing4Renl AU rights reserved

I T l I (ff ' i
ZÌ

2) Client Site: Services
j Billinn-lP^nl- Microsoft Intern^ Explorer

fite £dt ÿew Favorites Ipok Help __ \ ±

lQ e * k  » Q  - ¡«Ì ]{j| ÿ j | 1 ^ 's w d i  Fjrot« 0  -^  . '■ -  I I

AjJcfrwsf c 1 https://ww.bftig4fent,cocri/ ▼) Q ö )  U*s »

b illin g refit c o m
oniitta Oiiiiaa ao tu ìcs provider

Home ▼  ^ Client Login Admiiustiation Suppuri About Us ]

H A S P  Services 3
H  .Solution Hooting

BUling4R«nt ANt* Service

BiIng4Ren.t L td , offers an Application Service Provider (ASP) hilling solution, winch e-nables tier 3 & 4 network 

operators, content providers, service aggregators and other genres o f service providers to access state-of the-ait bi 

functionality on a subscription/rental basis

What is  ASP?

The term Application service provision (ASP) applies to the supply of online software functionality on a rental basis 

Human resources, call centre services and customer relationship management, software applications all lend themselves 

to the ASP model The A SP provider agrees a service level with the client con 

access to the software on a one-to-many basis

T +353 51 3029641F: +353 51 3025011E info@billing4renüe © 2005 Billing4Rent AH rights reserved

—r~ p i-  r~
d

- 164-

https://ww.bftig4fent,cocri/


3) Client Site: B4R Secure & Robust Hosting
I UflHhny iRt-itl H m aio fl Iltrn n rl

B-3 & * Fayortes look befc III If
Q i w k  -  £  x ]  ¿ 1  ; s » *  F n o te s  0 ' • &  U -?  '

Ad*w® I httpsif/*ww,fc*n(j‘lrent.corn/ j r J t J a »  U r te "

billing ̂ netit com
o tti  i n  e  t r i t t id ë  s a r v i c c  wr a v it i  z r

Hou io Client Lo Bin A tlnnrattiârion Sup parr About U*

■&L
Ü L - 1

B illi)ig 4 R e n t  S e c u r e  &  R c b u st  H o s t in g

The hosting infrastructure w e offer through oui hosting partner has been created 
making use oE the leading vendors ui the industry, from high-quality redundant 
Internet connections to climate conti ol systems to robotic tape backups, etc 
The hoshng infrastructure is monitored and supported by certified network 
administrators 24 hours a day /  7  days a week The network is protected by 
various Intrusion Detection Systems and a hardware-based firewall, as well as 
load balancing appliance

T +353 513029641F: +353 51 302901 [ E: info@biUmg4mit ie © 2UI5 Billing4Rexvt All aghts reserved
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4) Client Site: Latest N ew s

0b §* Itfon Fffiwi« loot ydp

e i f i j x j

T > l
Q m  * O  '  l?1 1“ ) '  Ss* <h F"""** 0 * "~ï -

Asjckwss jf)] httpsi//vvww.b#r«i)'SriiWi,coiryl *[ J o o  inks "

billing ̂ rent  . com
onJinc QUiiïti i a t v ice promt Jar

3

L a te s t News

01/06/06 Billing4Rent launch online biiHng service based on a rental model * 
provider can use to bili thetr customers

A b o u t Us

L a tes t News 
C areers 
Vacancies 
ContactlTs

T +353 51 302964| F: +353 513029011E info@billing4ienl ie © 2003 Billing4Renl All rights reserved
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5) Client Site: Careers
I 'JbiltHMjlKi.'rit Mttr&wn Internet Inplorct r,m KJ

Fte &U ïb w  Pflvortfet 3pots tMp J  9
O 8»* • [■) til 1 '¡¿¿fen** | ■ * Sr -* i
Ajkfress | «, | | J o o  U*J “

b i l l l n g ^ r e n t . i. com
smina entità» smrnice provider

Homi’ S m i t e *  CUppi Login______A dm inhn-uion Support

C a r e « s

Bilting4Renl is a busy energetic organisation, which offers challenging roles for suitably 
qualified individuals in a dynamic and proactive environment Joining our progressive team 
will provide the opportunity to develop your existing sldli set and to participate in working 
towards die gi owth and success o f  a young and dynamic company

B illing4Rent are  always k e e n  to  h e a r  from qualified and  enthusiastic people and 
routinely recru it fo r d ie  following positions:

Account Managei s 
Software Engineers 
Systems Architects 
Web Developers 
Quality Assurance Experts 
Helpdesk Administrators

You can send a CV to careers @billmg<4rent.ie or alternatively check out the c-un eut 
vacancies

T +353 51 3029641F: +353 51 3029011E: tnfo@billing4real le

ÜGDqdb

© 2005 BiBingiRenl AU ughis reserved
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6) Client Site: C urrent V acancies
>gOililng<Riant Mli io»ofl In in  »<■« fx|>Ioin

Ete E * Bew F * o t«  looh H *

j . )  Search Fsyort« 6

-i»|xj
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A&fress I bfcig4rait.com/

ifiDofie

b i l l in g  i t . i_ . com
o n i i i tc  < ' W it t  m s o r v fc e  p r o v id e r

Hom e Servie** Client ï.oçbt Adm iniitrarinn S'nppon

C urrent Vacancies

D fticripiion |  Location |  S a lary  |  C loiiniïD ati«

There ai e currently  no vacancies.

A b o u t Us

L a te s t  N ew s 
C areers 
Vacancies 
ContactTJs

T +353 51 3029641F +353 51 3029011 E mfo@billing4ientie © 2005 Billing4Rent All nghls reserved
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7) Client Site: Contact Us

9 s  f *  Mew r tm rttt  loots be t
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'  * 2 '. ' t j l  I j  5W“ *1 Favei* «  f j ‘ *

Ad*«a | r , mpi-ll'Nmi,bÊn^tatxan] *J ¿ jG o  Links ”

b i l H n g ^ r o r i t .  c o m
u n t in e  a  i t i  t u *  t r t v / c e  p r o n i  i t  nr

Homo »Spiy ic cï Clio ni Login Adm inistration Support

C o n ta c t  Us 

A ddress
Billing^Rent, TSSG, WIT, Cork Road, 'Waterford, Ireland

Telephone
+353 51 3Q29W

F a x

+353 51 302901 

Email
info@biUing4reut.ie

ContactUs

T: +353 51 3029641F: +353 51 3029011 E info@fcillirtg4retil ie © 2005 Biiling4Rent AJ1 rights reserved

l^O ona Î i t )  local Mraiet

A b o u t Us

L a tes t News 
C areers

8) Client Site: C lient Logon
| ’¿jBilfcrHjtflent Microsoft Internet Explorer j g j ü j

0 e  §1t 55» Favorites loots Help i ^  !

¡ Q f ia d t  -  j  • [*\ [ ÿ | / !SM«h Fwortw 0 t  r ~

A^fress | ç  ] l^ r /jW w .b in ^ w trÊ ^ lh<s ”

Bflling4Reit Client Login

Client Id: 

Password:

N ew  U sers: Please contact BfflinglReot 
for details on how to sign up and receive 

your client id and password

f n V U o S k l  *f“ ” .U  S i f  <JnK‘ "'*1 A=il*nl

ç;|Oçré

b i l l in g 'lu re n t .  c o m
o n  Mat- U titia  ft f t.' tu ie  e  p r o v it i?  t

Hniup w  Seiv irps Ad miniati arimi Support About Us

a m  AH w#*« ttwvtA - l l
5  Loc«i ntr^nat
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9) Client Site: Display Client Details
1 (WltkiKi Mu mirili Jrtternrt l K|>lmri

Se &* ï w  Favor*« Look ft*) 9

O “ 4 '  O  '  M  f t  1 y  s“ r*  PiW* K •’ ”  1 i p  ' ¿H  '  X -J -  ■>----------
Atfefress I rttps!//vww.t*ng1rent,com/ Q go |u * s »

billlng^iw it com
o n l in e  H i t  H u t  t r r v H 'e  p r o v id e r

H o m e Servirò* Administration Supuuit ^  Almut 1h 1

Client D ata B 4R  Client Inform ation
Display Client Details

lodate Client Details Client Name: HP

Custom ers 
Display All Customfrs

Street Address: Ballybnt

Register New Customer Galway

Update Existing Customer Ireland
Delete Customer

Post Code: Gl
Products
Display All Products Email; nkèanê@ho1mail com

I Register New Product Phone Numi)er: 091 772378
Update Existing Product 

Delete Product
Coniaci Details: Nicola Ke an«

L ivoìcbs Client Id: nkesne

Display All Invoices

Create New Invoice

Delete Invoices

E ie  U p lo ad
| Logout

1 Privacy Si fttement] Security Statement © 2005 BtHtngföcnl All nghls reserved

10) Client Site: U pdate C lien t D etails
fr I i m i  1< j m shw. w. f i l  w » ffü » 1., '1,11.1 — i ^ a a i ^ « 7  . -ig i xi

0 8  td* t«M Favorites loote £Mp 1 V
t j t o d t  ~ \ u \  [ ¿ ]  j  **rch F ftttr ttt  &

ty f in * *  | 0  J h t(|» i/i^V ^.haf^ iflrit,C ör^ - J  É 3 ®  Unte ”

b i l l i n g * ^  r e f i t  - com
u iH m v  U M tttüm  M i r u t c c  p r u v / d e r

Itiiiut* S m i r n  ^  A d m in istra tio n  ^  S u p u n it Aliout Tfs

C lie n t D a ta E n te r  n e w B 4 R  c lie n t d e ta ils
Display Client Details

Update Client Details C lkntld: 1—  ----------- >
C u s to m e rs

|h p  *Display All Customers Client Cong)any Name :

i Register New Costo me i 
lodate Existing Customer

Street Address: |b^  *

Delete Customer |0 )faw
I M u c i i

|tofi»r4| Display All Products

Register New Product Post Code: Ifti
Update Existing Product

Delete Product Email: * H  jfC-i1 fJrr î-CS. m *

In v o ic e s  
1 Display All Invoices

Phone Number: 77?175 •

Create New Invoice Contact F irst Käme: (llcePs *
Delete Invoices

F d e  U p lo ad Contact Surname: *

L o g o u t
Passwort:

Confirm Passwort: 

* Required Field

1.......................................

H ............................ - •

Submit 1

Pnyacy Statement | Security Statement © 2003 BillmgiRent AU rights reserved
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11) Client Site: Display All Customers

gla gdi ïtew XcoH tteäp 1 * 1

Q t o A  -  ^  ^  v }  Sear* Favor*» 0

address 1 v i M(pt:|l/vrtw.blniy^ent.cömi z i  ¿ J 05 “ te  *

b i l l in g ' r e n t . c o m
on/ine inn ing service proviüct

líftiiip ^ fsVmrps v  Adm inistrarían ^ Support About Us

Client D a ta  
Display Clienl Details 

Update Client Details 

Custom ers
Display All Customerc I 

Resister New Customer 
Update Existing Customer 

Delete Customer

B 4R  C ustom er Inform ation

Customer Id Company Details Contact Prefile

Imagine Imagine Broadband Jane Bloggs enabled

Smart Smart Telecom Joe Bloggs enabled

Products 
Display All Products 

Register New Product 

Update Existing Pitiduet 

Delete Product 

Invoices 
Display All Imre ices 

Create Newbttoice 

Delete Invokes

Pile Upload 
Logout

Privacy Statement J Security Statement

¿i OQ«
© 2005 Billuig-ÍRenl Allnghts íes erred

I I I I I S  I'sjLocalrtrjn*

12) Client Site: C ustom er D etails
BilhnQ4P>'nr Mmnçntt Internet Explore! - I f f lx l

9 e  m  '»N Pawites look b e t _ I *

0 * *  ’  o “ ?  SMrch Favwte

Ad*ess ] g j Wtp5://wyw,b*n<HrffitXQm/ d a *  ^  *r —

b i l l i n g  ' r e n t .  com
oniinv itiiiitty s e t  vit e p tovtaer

Horne S e m e  es Adm inistration Support About U i

Client D a ta
Display Client Details B4R company details
Update Client Details

C ustom ers
Display All Customers

Company Name: Imagine Broadband

Register New Gustarne r Street Address: BallybriL

Update Existing Customer Galway
Delete Customer

lieland
Products
Display All Products Post Code: Gl

Register New Product Email: jbloggs@hotniail com
Update Existing Produci 

Delete Product
Phone Number: 091 742378

Invoices 
Display All Invoices Back |

Create New liwoice

1 Delete Invoices

I Tile Upload
Logout

1 Privacy Statement | Security Statement © 2003 Bdling4Renl Allnghts reserved . zi
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13) Client Site: Update Customer Details -  Select Customer to update
1 NiU^nll Iftlrmrl ÉKiiîorrr *19} *1

0e g* Hew Fflyortes loefe n  *

0 8 a *  » Q  - ¿ |  ¡ ¿ | $  y -  S**h Favorte 0 * . ■

Ad*«s |# i https; //ww.bAnpfctrt.Cffil/ j j  £3  Go Ur*» *

b i l l i n g ^ r e n t .  c o m
o n  H u e  O l i t i t i *  t t f v t c e  » r a u m e r

Itomi* S m ic r u T  Adinüii«(ration T Siippnrt M idiii IJs

C lie n t D a ta  
Display C luni Details 

Update Client Details

('Hftomnn
Displaj All Castomers 

Register New Cits is me r 

I  yd ate Etistlng Customer 

Delete Cos toraci

Ill'll (Ilici 4
Displaj All Pi'odvtls 

Register New Product 

Update Existing Produci 

Delete Pr&dirt 

Invoice»
Display All Invoices 

Create New Invoice 

Delete bn« ices 

R ie  Upload 
Logout

Pnvacy  SlAlemeiU | Secuhtjf S tatem ent

E nter u se r nam e of B 4R  custom er to be updated

Customer Id: I Imaame

I Submit"!

j#jDooe

© 2005 Billing4Rent AU ngfcds reserved
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14) Client Site: U pdate C ustom er D etails
I iuillnKjiW^nr Miawofl Internet Ixplotdr J Æ i i i

ßte E.A 1£M Ffffonte* jpds be*p
*  ì

Q t e k  • | ÿ]  ^  _ ^ ’Se«h r  avortes ; • v  • •
Ad*W5 r  1 htipsrtfmwv.tiflnQ4JH«,com/ z i  , !<*> lite  "

b i l l i n g ^ r e i i t . c o m
' i t t iN U  X t t f i f i ¿0  n t m v t i f t r f

r  Mon 1'  w S i^ v i r n t ^  Nrfminj ( tr a t ta l i  ^  Suonom Aim ill 11» 1

Client Dm* E n te r  n ew B 4 R  custom er details
DUpUj Cifriti D ra ih

I* * .*  CUriMDcuU» Custemei Id;
C iinonw rs
Display All Customers Comp any Name; |lmagneBici3dband *

Register New Customer 

Lodate Existing Customer
Street Address:

Delete Customer

P i o d u c ts
Display All Products 

Register New Product

|lieland

Posi Code: | gi
Update Existing Product

Delete Produrt Email: |pjtogg;@irjloidd corn *

' Invoices 
L Display All Invoices

Phone Number: |œ i  74237e *

! Create New Iwoice Contact F iis  I Name : |jcT£! •
Delete Invoices

File Upload Contact Surname: jBtaggs *

Logout
Profile:

* Required Field

|&nabfed »I*

Submil 1

1 Pnvacy Statement | Security Statement © 200j  BiUing4Recl All ngbls reserved
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15) C lient Site: Delete Customers
j N ln o t o l l  I l ltC flK 'l tM p lo jr j J4)£J
0e  Erfit Jffew Favorites lo ots tJfet l >
0 - ’ *ù' iîi i*l ?î)|yjs “nh ,‘,wrt*, €) ’ -

Affcfrnss j https://ww w .bfco4rent.com/ 3  3®° Unks ”

b i l l in g  e n t . c o m
online in Hint* seruive ptoviUcr

Hom e S e m rp s Administi arimi Support r  About lis  1

Select custom ers to be deleted

C us tamer Id Company Contaci Profile Delete

! Imagine Imagine B it )aüiaiti Jans Bloggs enabled iE
Sm.iit Smart Telecom JoeBloggs enabled r

I Submit I

¿¡Derm i S  Localrtrsnet
d

16) Client Site: D elete C ustom ers C onfirm ation
^Billing4Pi*ot *1Ktovnfl Internet fwpJom -iai*j
9 e  SÖ8W Favorites loot bdp 1 *
Q m  • » ;  ¿1 il y  s«* Favate ff) -

Âfress , https://www.b#ng4rent.com/ 2Ì ¿¡to ^  *
ïÊ

b il l in g  'r e n t . c o m
o u  l  U t g ü U i i n y  s e t  v i  c e  p r o  v iü e r

Home Services w  v  Adm iniitrarion ^  Supporr ^  About Us

Client D ata
Display Client Details 

Update Client Details

D e le te  Im agine, from  B 4R ... Ai e you sure? 

YES | NO |

C ustom ers
Display All Customers 

| Register New Customer 

Update Existing Customer 

Delete Customer

Pi o ducts 
Display AD Products 

Register New Prudurl 

Update Existing Product 

Delete Product

Invoices
Display All Invokes 

Create New Invoice 

Delete Inwires

File U pload 
Logout -

I Pnv acy S Ulement 13 e curily S tatement © 2G05 Billing4Reni All nghls reserved | zi
.  D o n e  I I f I là

https://www.bfco4rent.com/
https://www.b%23ng4rent.com/


17) Client Site: Confirmation of Deleted Customers
3eilliiiijjr'r>nl Muruso lf Ini ernnt tx jjlijré» = i s j * i

Bte 6 *  Öew r^Y p rt«  Ipob tfelp | > -

Q b « *  -  Q ■ á  1*1 / - Ssm)i F" W*M C 1 % .

I i https://sww.Ülhg1rent.coín/ 4¿3 Lrfcs **

b i l l i n g  ^ r e n t .  c o m
o n l in e  it i t i i  ft»  t r / m i  p r o v id e r

r  Hijmh* Sunices AiJmmiitratiun ^  Siijipnit About 1!*

Client D ata  
Display Client Details 

Update Client Details

Custom ers 
Display All Customers 

Register New Customer 

Update Existing Customer 

Delete Customer

B 4 R  custom er ClearB lu, deleted from  B4R!

Products 
Disylay All Products 

Register New Product 

Update Existing Product 

Delete Product

Invoices 
Display All bwo ices 

Create New bimice 

Delete bn's ices

File Upload 
Logout -

I  Pnvacy Statement | Security Statement © 2005 Billing^Rent All rights j eseired. zi
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18) Client Site: D isplay A ll Products

Efe f t k  j|)ev# Fftwrites locfe n *  1 *

Q m  •  Ö  ’  1 Í  â  $
y .  Se»rh  Farrcrlu» •

fin irò « 13 https://ww,hftigirent:.com/ d  ¡ 3 0 » u * s *

b i l l i n g ^  r e n t .  c o m
v a l i l i  t í  to t it lQ m  M & fV it- 'f i n r  9  v i t i m

Home Services Administi arioit Support About l 's  i

C lient D a ta Product Iiifom iatioit

Display Client Details

Update Client Details Product ID Name Unit Charge Enabled

Custom ers GbamU Galway Broadbaodl 999 true
Display All Customers , 

Register New Customer | 

Update Existing Customer 1 

Delete Customer

GbancU

Gband3

Galway Bmadb ud2 

Galway Broadband^

14 99 

19 99

tint

tnji

Products
D tsjlaj All Products

Register New Product

Update Existing P ii duct

Delete Product

Invoice i
Obpb) All Intuire *

C m tf  iS«r lArnlfz

Oflffe b r t m

Elle Upload
Logout

J Pnvacy Statement | Security Statement © 2005 Billing4Rent All rights reserved ] zi
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19) Client Site: Product Details
I 3Ìt»Hi no «Pc lit m o lt  In i « n e l  iw pltircr

Qle ë *  ÿtow F a y o te s  lo o k  t r t» 1 *

0 » k  ■ . . • l i ]  [ £ |  ? i > |  / ■  SM n*' ■; 0 1 ;

Address \ https://vAmb*ng4rent.comj _^J ü  5 0  U t e "

b i l l i n g -  corri
o n l i n e  t ì t i ì ìm w  s t f V i t  e  p r u y j i i e r

Home Services ▼ V lm im w .ninn  Support About Us____j

Client D a ta
Display Client Details B 4R  P roduct D etails
Update Client Details

Custom ers 
Display All Customers

Produrt Name: Galway Aro à db and!

I Register New Customer Description: 1MB fiio&dband for Galway

Update Existing Customer Invoice String: IMBGband

Delete Customer
T a i% : 10 00%

Products
Display All Products Gli* Code: 3000

Register New Product

Update Existing Product Back 1

Delete Produrt

Invoices
Display All lav*ices

Create New Invoice

Delete Invoices

File Upload
Logout

1 Pnvacy Statement] Security Si atement © 2005 BiUing4Renl All lights reserved zi
41 Done

20) Client Site: U pdate P roduct -  Select Product to  update
I ¡JlliltingiRenf Mjrinioft Internet Enpiflfft j a j i i

Ole §* p i  Favorites look tJefe J * ’
O 6"*  ’  Ü  '  Lîl 1*1 ■ ^  Favorites *

A#«s j https://ww.bing4rent.comi d H » U*5 •

b i i l in g ^ r e n t  c o m
u n ii fu; m tttü fi  1 a t  vit e fi t  9VHi er

Home S e m e  es Administration Support About lls

Client D a ta
Display Client Details |

Update Client Details 

Custom ers 
Display AU Castomers 

Register New Customer 

Update Erisdng Customer (

Delete Customer

Products 
Display All Produc is 

Register New Produci 

Update Existing Produci 

Delete Product I

Invoices 
Display All Invoices 

Create New Invoice 

Delete Invoices 

H ie  Upload 
Logout

Privacy Statem ent | Security Statement

Select the B 4R  product to be updated:

t'j I'H a? Diiu^fca'dl «1 I 

G a1-';; BTc-̂ vd: I

Submil I

© 2CC5 Billijog4Refit A llnghts reserved
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21) Client Site: Update Product Details
1 *J  ùilling4Rcnt M iciosolt In te rn e t Explorei

(fia E f t  Jflew Favorites loote £faip ____________________________ \ * \

< J > B a *  •  O  '  1 * 1  &  Sa* th  PavQftes € >  1 *  1 4 ^  ________

Atfcfresj 11; 1 W.íiK://www,bílr»g4fefit x m ¡ ¿ J a  u * s  *

billing Ereilt com
i/i c e  p ro v id e r

Client D ata
Dtsp lay Client Details 

Update Client Details 

C u s to m e rs  
Display All Customers 

Register Hew Customer 

Update Existing Customer 

Delete Customer 

Products 
Display All Produc ts 

Register New Producl 

Update Existing Product 

Delete Product

Invoice«
Display All Invoices 

Create New Invoice 

I Delete Invoices

| Fill* Upload 
Logout

l^ v iíy í í l tí í í i fn t  (Security St&tement

Adininish atiou

E n ter updated  P roduct details

¡Gbyo'1

Description: | Ï M 5 W t ^

fÎMiÔtôrrf
Irwoirc
String:

Unit Charge: 

Tax

G li. Code:

Pt« Ble:

* Requaed Field

(Ï5T"
|in ff
[755
I r .1 J. .]

»j0<™
© 2005 BiUmg4Rent AH Ajÿti# reserved
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22) Client Site: D elete Products
1 ’J f liM u ig lk en í • Mir rusoft In te rn e t f x p lo t tr

0te EçK ÿfew Fayortes Io d s  fjeJp _ J  » 1

G 6** ’ ü  ■ ä  ® 'fi' s"* Farate €3 ' J * • i
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b illin g ' r e n t . c o m
1 u n tin e  li iit iu u  s e r v ic e  ¡ ¡ to y tü a

Home Serv ir p s Admiiii s nation Support About Us

Client D ata  
Display Client Details 

Update Client Details Produc t ID

Custom ers Gbandl
Display All Customers

Register New C■stumer Gband2

Update Existing Customer Gbancß

Delete Customer

P ro d u c ts

Display AH Pinducts

Register New Product

Update Existing Product

Delete Product

Invoices

Display All lnvskxs

Create Newbwoice

Delete Invoices

File Upload
Logout

fclDona
Privacy S tatem ent I Security S tatem ent

Select a P roduct to  D elete

Name 

Galway Broadbandl 

Galway Broadbandi 

Galway Broadband^

Unit Charge Enabled Delete

999 liue r

1459 true r
1999 hue r

© 2005 Biliing4Rent All ngjats reserved
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23) Client Site: Display invoices -  Select Customer
1 Htlhrnj M tuntolt Int. r r  Oft f KpUirrr

1cfc Jflew F f t t r t â  Joels Hdp Ì P

Q u a .  '  O  * ;  ,» 1  1 Surd! FmortM 0  * v

Ad*es5 j d j Nnps;//wwi*,b*fVtttrt.(cnV ^ J f l s o  I r i s »

jg] Dune

b i l l in g  r e n t . <. com
a n i m e  U tilin a  s a v i t e  y /  o v u le r

Administration

Client D a ta  

Display Client Details 

Update Client Details 

Custom ers 
Display All C «stam en 

Register New Customer 

Update Existing Customer 

Delete Customer

Products

Display All Products 

Register New Product 

Update Edstbig Product 

Delete Product 

Invoices
Display All Invokes 

C i t  ate New Invoice 

Delete Invoices 

File Upload 
Logout

Pnvacy St ateme rU | S e cunty S t at einent

E n te r the ID  of the  B 4 R  C ustom er Livoices you wish to display:

Customer Iti ) Imagine 

|S mat

Submit I

© 2005 Billing4Renl All rights reserve ci

l i  g io c a i  in ta n i

24) Client Site: D isplay invoice Sum m ary
1 'In ia in tt  In t f i i i f t  fnplatM

Öe § A  Sew Fgyorttes lods ödp - J * \
Q ° *  • ó  • .*1  «1 f t  A s“,d’ F"™tM € 9 >  ^  a j j , ______ ______
AiJ*oh [ c  1 ttt^r/i^w»,li*r>o4rent.coraj1 *  j û l 60 w i

billing ̂ nent corn
onhm; IMiitii$ s g< vice ptuvitiaf

1
r  Huiup Survlrto jXdniiiii « ti aci on

Client D ata
Display Client Details 

Update Client Details 

Custom ers
Dt̂ layAUCisteimn I 
Register Nev Customer 

Lodate Existing Customer 

Delete Customer

! ’ 11[ I ! » 5 *: I .

Display All Prod arts 

I Register New Produci 

Update Eds tin* Product 

Delete Product 

Livoices 
Display All Imvices 

Create New Invoice 

Delete btroiees

Customer id

Im agine

Invoke Number 

INYUOOUOl

Invoice Date

Q3-Apr-0ó

biro ice Total PO Numher

49470 PO 123^5

Done

F de U pload 
Logout

Privacy Statem ent | S ecuiity S tatem ent © 2005 Billing4Renl AU ngfrts reserved

I I I I !â Local Intranet
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25) Client Site: Services
É J B 3
t*® E* 3öe** r avoue* iaoh t»*>
O ““ * "i s '• Fovoritns JÇ* 1

l a  Go l»j 1

Zi

26) Client Site: G enerate invoice -  Select C ustom er
^HilluiU'lRciiì * liciowin IM ernrt Fttpfwin j i f i J i D

E«* a f t  Vtew Favorites look befc ZLJM

’  i ? i  ¿1 ■ Ss* d ’ F «w w s -

Açjfrtss 1 è Z i Ì j Go Unta D

billing ̂ i u n t .  c o m
o iH iu t ;  $4 H i  to v 1 4 ? v u - a  f t  r  e v ic t  e r

r  Huim* ^  So>\ici-< ^  ^  A dm ii«iw »(iinn ^  S u p p o rt ^  AlimU IU

C lie n t D a ta  
Display Client Details 

Update Client Details 

C u s to m e rs

G e n e ra te  L iv o ice : S e le c t  C u sl o m e r

Display All C us to m ils 

Register New C'nstome» 

Update Existing Customer 

Delete Customer

CuslomeriD 1 Irnacme * 1

S ubimi 1
P ro d u c ts  
Display All Products 

I Register New Product 

lodate Existing Produci 

Delete Product

& lV ü !« i 
Display All lHV*fces 

Croate New Invoice 

Delete [m^ices

Ftfp U pload  
L o g o u t -

1 Pnvacy 5l6teine.nl | Se curit.y S tölement © 2005 BiUing4Rent All lights reserved 
t f l T f c l . -

z \

I d  Dong



27) C lient Site: New invoice -  Enter Details

Favorita* lo o t tfefc 1 »
O8̂ ’ Search Favortas Ç* ▼

Address ! :•'! ▼J y|j Go Lk*s *
*

billing ̂ nerit com
o n  f i n e  ( t fW t ìH  tm è ÿ ïv e  p r e v i  t /a  r

C lie n t D a ta
Display Client Details 

Update Client Details

E n te r  n e w  In v o ic e  d e ta ils  

lim ice ID: I i-
C u s to m e rs  
Display All Customers 

Register New Customer

C usto m er ID : |e*.-

Update Existing Customer 

Delete Customer Purchase Order: |P0234 *
P ro d u c ts  
Display All Products 

Register New F n d u st 

Update Existing Product 

Delete Product

Product:

Quantity:

* Requited Fiild

1G aiway Biwdbandl *1»

h d  ’  < 0

In v o ic e s  
Display All berakes 

Create New bwoice 

Delete Imuices

Cancel Invoice |

F i b  U p load  
L o g o u t -

Privacy Statement | Security Statement © 2005 Billing4Renl All rights reserved i l
#JD(« I I I I là

28) Client Site: N ew  invoice -  A dd  Products to  invoice
I  3fiillnujineiH  Mifio»f*(i in trm rt <»plrwrr -i«?J *J

Be CrM Fayortas look i * 1

O ' * 1  •  *  2  i s" ‘h F™ * °  & . r1
Address i2 : I M » -

b i l l i n g ^ i e n t .  c o m
o u i  i n n  H'Hit t i n  a if O f t i e  p r o v / d e r

tJü u n l D a ta  
O lsftti CUrni R iu ü i 
1^4«» C Uriti Dttallft

E n te r  n ew  In v o ic e  d e ta ils

l iw k r  ID:
C tiito K iri»
Display All Customsi-s 
Register New Cmtomtr

Customer ID: Ifiw l

Update Existing Castomr.r 
Delete Customer Purrkase Older: *

P ro d u c t*
Display All Pnidvcb 
Register New Product 
Update Existing Product 
Delete Product

Product: Jfid#fipiNKRm*fl ¿ | 1

Quantity: | * « 8

* Required Field

In v o ic e s  
Display All Iim iees 
Create New litre ice 

Delete Invokes

Product ID Prxxiur 1 Name Description Quantity Cost

Gbandl 1 MB B roadband for Galway 10 Broadbandl
111» U p lo ad
L o g o u t

Subtotal: 99 90 

Tax; 9.99

Total: I09S9

G enerate Invoice | C ancel Invoice |

Privacy Statem ent] Secu rity  S tatem ent © 2005 EiUmg4F.ent A ll lig h ts i« served

.to n e



29) Client Site: D elete invoice -  Select C ustom er

e* e* flow Favorites look bet
Q to tk  .  vj ■ 1*1 i“l A y  5“r* r*™'" €î * -

: 'i «• j

A $ tçsî ( Nlj»î]T;w«Vf,ÔÉ̂fiisnt.CûfnJ' 2J tjGo irts “
—

b illin j :/n e n t .  c o m
a n  t i n e  ¿ ttf í / t t tJ  j  » . v i c e  ß t o v / i i e r

limili* Sifirirv« Adiummiation Suppoit About U*
Client D ata  
Display Client Details 

Update Client Details 

Custom ers

D elete  Invoice: Select Custom er

Display All Customers Cu alomer [ d | Imagne ̂

Update Existing Customer 

Delete Customer
1 Submit 1

P tu iflicis
Display All Products 

Register New Produc t 

Update Easting Product 

Delete Product

invoices
Display All Invoices 

Create Newlnroice 

Delete Invoices

Fill» Upload 
j Logout -

1 PnYacySUlemenl.| Secunty Statement © 2005 Bilkig4Renl AU ügjits reserved zi
ISDOflB | â  n a  local Hranet

30) C lien t S ite: D elete invoice
I  J fliB m o lP rn l M u ifttn fl f ii tc r r iK  fK p lo ir i ■ ■ ■ - I f f U i

Fie g f t  tfiew Fftvertw Took Hdp
.  1 c

. Q t o t  T Ü  ’  1*1 A  y  * * *  F a ra te  < 9  *  U  ’  !

Ad*W5 [ https://wm,b®ng4rent.com/ * |  |u j Gcr LM® n

b i llin g  ̂ r e r i t

j Client D a ta
Display Client Details 

llpiate Client Details 

Custom ers 
Display AD Casto me rs  

Register New Customer 

Update Existing Customer 

Delete Customer

Products
Display All Products 

Register New Produr! 

Update Existing Product 

Delete Product

JjftVotei»*
Display AH biroir es 

Create New Invoice 

Delete htwices

l i l e  Upload 
Logout

• . v iv e  t n o v n J a r

Select invoices to be deleted

Customer id liwoice Numher InrokeDate

Imagine INVD00001 05-Ap»-06 494 70 C

i?JOor» "¿J local Wrawt
d

https://wm,b%c2%aeng4rent.com/


31) Client Site: File Upload -  Specify location of Company Logo
1 J j l i i l lm i j t H f i i t  M i i f u w j l l  In te rn e t E xp lo re r

Bte & 3* IS»» f a w r tw  i o A  t ÿ ÿ
_________________________________ r s

O ' *  '  * 0  ’  Í  i " l  ù  1 y f--1 s M ,d '  F«*W»W
¡ 3  .  Q

------------------------------ .----------------------------

A # e s s  1 ; 1 3 1  Q a >  u * 5  "

billing"̂  rent.  com

Hom e v  S erv iros v Atiminittrnrion Support A honl 1 /ï  1

Client D a ta
Display Client Details 

V f iu r  Client Details
S p e c ify  y o u r  c o m p a n y  lo g o

C ustom ers
Display All Cvstomers | 

Register New Cnstaater Browse... |

Update Existing Customer

Delete Customer 1 Submit |
Products
Display All PrDdwts

Register New Product

Update Existing Product

Delete Product

Invoices
Display All Inwices

Create New bwoice

Delete lm« Ices

File Upload 
Logout

Pnvacy Statement | Secunty Statement © 2005 BrlHnglRent All nghls reserved |

32) Client Site: File U pload  -  D isplay U ploaded Logo
I ^^illirig-iPr-'nt Mirtnsolt lntrrnol Explorer

£*e 6 *  Sflew Fgvcrtos Ioob ödp j ^  ¡

¿ 1  ! ^ p S H K h Favorites -

Ad*ess 1|  ]  hWpK//w^iJr^ienfcccoi/ J  (¿3 Go Unte **

V To M i  protect your security, Internet Explorer has restricted this File From showing active content that couki access you computer. Clckhera For options.,. X

1
*

b i l l l n g ^ r e r r t .  com
u n itn t l'ilium  serv ice  tim v itic t

Hume Serviros AibniiiisfjHiioM S lip -o n  About Us

C lie n t D ata
Display CUent Details 

Update Client Details I  NewTelecom
C u s to m e rs  

Display All Customers 

Register Hew Customer 

Update Existing Customer 

Delete Customer

C :VMasters'vBilling4Rent\Source CodeVTSSG B 4 R  Source CodeYVersion 0.2 
Uogos\newtelecom.gif uploaded to B4R!

P ro d u c ts

Display AH Products 

Register New Product 

Update Existing Produci j 

Delete Predict

In v o ic e s  

Display All Invoices 

Create Nrw Invoice 

Delete Invoices

F d e  U pload  

L o g o u t

d
Dons 1 j Mlwatlntrorieî
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33) A dm inistrative Interface: Login
J b  |T4 A th ii in r o d io l r  M i f w u i l l  I M n n r t  F *p tn rrr - J Ä J x j

0 e  §Jfc Jöew Favorites Ip o b  (jafc 1 f r  |

Q s b c k  -  y j  ■ ^  [ ¿ 1  Ÿ_ y  S ® » * F a v o r t«  f f )
V

¿{Der» I f f ‘I .3

34) Administrative Interface: H om e Page
io o » ö lc  MtCTÖ#oft In te rn e t In p io ic i

S b  & Ü  Sö#w F a v o rito  lo o k  t

ltok • vJ • .“1 ¿1 • Sea'ch
1 *

Favcrles ^J0! |

tefrtan J £ j  Ktps://ww«.tjäf^4niri.CDni/fidinn £J<So links 1

b i H I n g ' T n e n t  c o m
o M in t :  U l t js u  s v r v / c e  n r o v M a

SlWCTlCX I oflïU^i 1 L o g o u t n

• A ia d i i i ln tk a lW a i
O Hob«

• User A Jeim lstn iiee
O Display All Users
O R egister Nrvf User
O Update Existing User
O Delete Users

•  FUel*load
o  File Upload

•  W p
O A«dü: Virw All
o  Error: View All
O Security: View All
O Admin Audi!: Virw AU
O Admin Error; Virw All
O Andii; Delete Single
o  Error: Delete Single
o  Security: Delete Single
O Admln Audit: Delete Single
o  Admin Error: Delete Single
O Audit: Delete All
o  Error: Delete All
o  Seeoirty: Delete All
O Admin Audit: Delete All
O Admin Error; Delete All

» Statistics
O B4R Database Properties
O B4RTafelespace Properties
O B4R Tafcle Shes
O Launch JAMon

•  Lcginl
O Logout

Pavficy Statement. | Stcuniy Statement © 2C05 Biiiing4Rent Ali nghts reserved
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35) Administrative Interface: D isplay A ll U sers
-SCf

0e | Ä  tfev* Fgvorites Tools Ijeip

Back - \

Address I https://vwM.b*ng4rent.com/admin

■ ,, Search Favor*:«

*_] L: j Go L iis  :

b i l l i n g ^ r e n t . c o m
ifittfif biJh'ntf :

Hom e Usei \ilm tn flip u t Admin Statistic*

B 4 R  U se r Inform ation

Nu r I k n n t Rak Pnfifa

Kem wlhKin«* iüirane user te i l enabled

Sabrina McNadjr amene ety adam t* rt enabled

w

Puvacy i;'Ul sine ul | Secuniy Sli'.einmi iä 2005 Biliu ig4Re.nl All tighls reserved

2  '•HücallNiffWl

36) Administrative Interface: R egister N ew  U ser
^kM It Akinin Convole Mietutoli Internet Ixpkvet -181 »1

0e &fc tfew Fgvortos look |jdp ________  1 ■»

Q  Back -  , * j  |2 j  Search Favorites 1 •  «

Ä jjdrw s 11 1 https://w w .b® ng4r8nt,com /acliT É i d t J s c  l i* s  »

b i l l in g "^ r e n t . coinf.* pr* votât

Hom e ! 1*spi Arimi» Client Ailmm Stathiïc»

E n te r  n e w B 4 R  u se r details

S u b ii I

cJOooa ^  Local intranet

https://vwM.b*ng4rent.com/admin
https://ww.b%c2%aeng4r8nt,com/acliT%c3%89i


37) A dm inistrative Interface: Update User Details — Select User to update

S e  E.* Sflew Favorites loots Help

^  • [ i j  [ Í ]  I /  1 Sevdi Favoftes Ç f )  \

( i;. j !4tp*://*w». Wnç4«!rt.c«ï\/ÂjiBin • j f l a  l i f e  ;

b i l l in g  r e n t . c o m
unì t/t a tu til ay $ùr vieti fu'vi/JUcf

E n te r u se r  nam e o f B 4 R  u se r  to  b e  updated

Privacy St ai « tien i | Secunly  Statem ent

#jOw

<Q 2005 BiU m glR en l A lln g i i l s  i s s e iv e d

I ! ("§" % j  toed intranet

38) Administrative Interface: U pdate U ser D etails
iJOif* Adulili Console • MKroMlH U rteroet b ipiorer

0e EÄ ÿtew Favorites Iods Hefc

Q ß a c k  *■ ” j ]  ¡¿ ] i l  I /  ' Scarti Favortes | ‘

AddhKS I vj Iftt!7,r//yw«.M̂\rm.co(ri/iidrìin

b illin g re n t , c o m
u n  h u b  i u ì i  m  y  s i :  n ¡  v e  j i t o v ì ì i c t

Home U ser AdFniii Client Admin Statistics

Update B4RUser details

SIim*

; è ]  Done



39) A dm inistrative Interface: Select User to Delete

E*a pH ¡¿inw Favorii« Joefe listo

Q l W i  -  «1 ¡¿ ]  S«nti Favont«
■

billing^rent.
stmtt

Hmiip U ser Admin Cliifitt Admin S'lam rirs 1 I.ogapr

Select u se rs  to  l ie  deleted

Hum Um i w Ralt Crcpatiti PnlTb Dckie

KsfmìthKin öit timone U»H t*rt taiblcd fi?

SabiwiMcHrtty (rcu:ft**Ìy adi&in im* IPS

i Ì

Privacy Statement) Security Statement

tfjOono

© 2005 Btfling4Renl AU rights fesetved

3  <*jLocdr<j»o»

40) Administrative Interface: D elete U sers C onfirm ation
unsold M*cro to li Internet tnp lorcf

p? gft (jew Ffiywtef ipoti fcScip
0 ® *  • * ¡ 2  , ^pSèath Favortes Q \ £

*}&}*}

AjjifreiS j £  Ivttpîi/Zw .̂bÂni^rerittiCcn/odiiifi *1 ¿3 1

com
w //tie &iiit to u s#fviï*

("sot Admin Client Admin Statistics I.oggri' logout

D e le te  k k irran e , sm cneely, fro m B 4 R ... A re yon sure?

VtfclrWl

Privacy Statem ent | Security Statement

#]0ot>

©  2005 BilKng4Renl A ll lim its « se rv e d .
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41) Adm inistrative Interface: Display All Clients
J lH H  Admlli toruu lii M irrotoft li tienici iMplufCr - I f l l x l

9e Edfc Jôwf Favorites lools t*dp _________________________________~  T f r

J ß x S i  » j  - x ]  'Se»ch Favorit« 4 ^ ' v

Ad*ess [ ÇLl » j  ¡ 3 ®  “ *» ”

b illing^nent. i

Hom e I  se r  Admin Citent Atbtiiu Statistics

B 4 R  C lient Inform ation

N u * Ünwwum C i ^ » j D r t i U i Raie C n fa i l ia l P n f lk

NtcofoKatne nka«na V wrlmtn tAft H M bb d

Evelyn Lynch «lynch Nèrfcl admin tact 1 tnihled

Privacy Sl alemeot | Seeui lly Sl eir^tji £ ' 2005 BilEng4Renl AUiighls îestrved

42) Administrative Interface: D isplay C lien t D etails
3 FuR Artntin fonsnlr Mfcrowft Internet fKpltua -191*1
gte § *  ïïew Favorites lools üsfc 1 * ]

Back * «,̂ J) • I*] I j j j  1 j ' Search Favorites * >

Ad*es5 1 ?j J  ¿ j û i  U rte  ”

billing-̂  rent.com
st ttr¡tifiti et

H oiup l 's e i  A ilmin Client Admin Statistics

B 4 R  client company details

C u f a jK ta e : HP

Street A t t ra i : Bißybnt

Gahray

Ireland

PwtCefa: Gl

EmO: Dk9tae@hotmad.com

P l r a P M e r : 091772378

Pi iv io y  Stale-menl | S e q u ily  Statement

lÂJDom 3  v Local intranet

Ô  2(05 Billing4R ent AU liglUs les  e rre  cl

mailto:Dk9tae@hotmad.com


43) Adm inistrative Interface: Register New Client
•¡Ili IR Adnnri 1 nnvo(r 'WroiOfT fntfrinri rxplrw*» ^JÆ J
3 g |tfc Söbw F§yor»es Xoote tNp

Q  Back » * ; 2  j Search ' Favorites ' -  ^  •

ÂjfcJrc» j c ] x )  ¿ J l j o  l**i ”

t o i l l i n g ^ t ^ n t . c o m

Enter new B4R  chient details

Privacy Sîât&insnt | S t  cunly S la tti

<P, I Done

’J 2035 Pillisi g4R e ni AUnghts reserved

f i  ;V_J Locai Wranet

44) Administrative Interface: U pdate  C lient -  Select C lien t to  be U pdated

0te Wirrt io d i ti^p

'Back -  x |  | 2 j  Se®th Favor*» ■Ip-

Addrass '

b i Ili n g ^  Ir e n t  - c o i n

j*iÉLÌ JSi
T*TÌ

j£ | gjjj Go Lrts

C.'lictMt Adm in ! S 'ia ttïtjr ■ 1 l.OUUfT L oquui

Enter user name o f B4R  client to be updated

Inkeana ^ I

leÜÜST

Pjis'iicy Sl-il c:iiciiL I Seciyity Si ilc:r»cnl is> 2003 E'iibiigiRetii A ll n?Jils reseivcd

â  v ’ UXfll r i  w «



45) Adm inistrative Interface: Update Client Details
3 d4R Ailminfiirniiilr Mkftìvol» tnlitrnrt fhpktfrr ^ * 1

0te EÄ Jflew Favorites lo o t tMp _ Œ T

j ) B « k  -  ’ ,X^] , 2 j  ,’i 'Search Favorites - yp- ' •  * { J

Aifress j ▼j ¿ 3  a  u * s  ”

b i l l ì n g ^ r e n t . com

ItoiUi* U se i A dm in C ltifttt A ibuin 1 L o g o u t

U pdate B 4 R  client details

Privacy Statem ent j Security SlateiMWl

#}Dom

© 200? Billiilg4Reji1_ All rights j «served

3  * JUic4irtr.»1«

46) Administrative Interface: D elete C lients 
a m m a l i »  i n i mi —

p ß  EÄ Jflew Favorites Tods Help

/B ack -  _  \ (2 j  j jjj» Search Favwfces ^ c ]

Address j , https : / | w w . bàngi rent. com/adi*i

b i l l i n g ^ n e n t . i

jäijsj
) * !

“3  ¿3°" ■*** ’

U*#r Admin ! Client Admin StJlli5tii- % Logaei

S elect clients to be deleted

N » D a m m e Cm ^tm y B ab

1Î

Pnffle Dehto

Nicola Keane Tiiaiwn« HP admn test enabled P?

Evelyn Lynch olynch Martel oAnin j Uiit enabled

Pnvscy Slaleinent | S ecurity S tatem ent ©2035 Billing-IRenl AllngjiLs reserved

£ j  f * j  Local irtranet
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47) A dm inistrative Interface: Delete Clients Confirmed
3 b i l l  Adnuu U n ito le  M k n n o ft  In te rn e t fcwpkifer

Efe ÿw» Fflvtrtes loob ôefc

Q B a c k  -  - ¿ 1  $  ^ J a w d i  FavortM I ; *  .

•ai®)*!
i » !

I ù j, W tpí://»^i/bío^rertcwfi/odT^ " " 3  g jG o  M s  3

b i l l i n g ^  r e n t . <c o m
un  Hu e  ifUliHu s e r v ic e  o r  w id e r

Hnmn Uwr Admit» Client Admin Statistics

D ele te  nkeane, elynch, fro m B 4 R ... A re  you su re?  

YES I NO I

Puvacy Statement | S e ciiniy Statement

[fiDorw

3 2005 Billing4Rent All rights reserved

IB "  % J  Local m o n e*

48) Administrative Interface: Statistics -  D atabase Properties
i  J tU R  Admin Console • Microsoft Internei Explorer - I f f i  *1

0e get ÿow Favorites loob
------------------------ -------- rt

Qua* ’  Q  ' ,*1 ,¿1 $  I /->*■* Favortas 0  N # .

Address | ç https://wWH.tftig4rent.com/adiiii

B4R Database Properties

"" ▼] Go U rte ”

b illin g  r e n t . c o m
o it Hue Ui Hin 9 servite ¡tro ui der

Home 1 1'sei Admin | Client Admin Statistics Loggei Logout M

P n m y  Statement | SecuntySUUiriiiiit © 2005 BilBng4Renl All nghti reserved

IB " Intrtf«*

https://wWH.tftig4rent.com/adiiii


49) A dm inistrative Interface: Statistics -  Tablespace Properties
3  P- «« Adroirt Cooiolc Microsoft Internet £*plorri . I f f jX )

0le p it  ÿew Favorites Iods Help 1 t f

Bade *  _J - V ]  > jjj (\  1 ^  'Search . Favorites ^ ■ *  v  * J
*655 f >| https://iww.bihg4rent.com/adTwi 'I j G O  1**! ’

tail I i n g è r e n t . c o m

Hom e I ’ser Admin Client Admin St an  ttic

B 4 R  T ablespace P roperties

T*k*?acelto B4R
Tablespace Sixe 15.00 MB

0j69MB

TttfafmFne 1431 MG
HtTTAksfieelM 4J8%

Pnvscy Si al smetti | S ecunty SL atement

ilOore

02Ü05 Bilhiig4Reril. All rights ie served.

{ ^  Locd ttranet

50) Administrative Interface: Statistics -  Table Sizes
1 ]Ju  IFI Admin Console - Microsoft Tnt«trodI Explorer . U l x l

Ffe | A  ÿtew Favorites look Help __________ I 9

©Back ■ / Search Favorites '

A&fress I e:j https://ww.bing4rent.com/adniin

b il l in g ^ / r e n t . c o m

0 G o  I Unks “

B 4 R  T ables Sizes

B4RUeer Kisab «  o f Rows m Tftbl* :3

B4RCBemt Number o f Rom in I*b5e, 2

B 4 R C w ta e r Numb« of Rowb id Table: 2

B 4 R P i* te t Nuabit of Row* mT»bU:7

B4R I m in  Brader Numb« ofRotrjinTabl*: 2

B 4 R M a D e ta 0 f Number o f Rows m Table: 4

B 4R £n «rU K Number ofRotrs in  Table: 2

M R A a iÜ U g Number o f Rows inTtbls: 189

B iRSecvriljLag Number o f Row* in  Table: 5

B4R A dah  E rr* r Lag Number ofRows in Table: 2

B 4R Atarii A i ih  Lag Number ofRotrs m Table: 139

Puvacy StaieusenL] Secunty Sblet7wr.it © 20*15 Bdluig4Ren1 A 11 rights iessrved

Done â  Local Intranet
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51) Adm inistrative Interface: Billing4Rent Performance Monitor
1J 134 ft Monitor JAMon Ad nun Pagt • Mtaofoit Internet Explorer J i l * l

fle EA Vjaw Fayortes Jods Hdp 1W \

Q  Back * j  '  l̂ I  [Vl /  5ear̂  Favorites ^ 1 » . .. 1 .

Address httpsi/Zvww.binĝ rert.com/admiVJAMixvVtmi.jsp i J ü 60 ü* s ”

billing*/ rent 
Performance Monitor

Rrfiedi I f le ti I Erable | Disable |
Formatted
ßjtd'ji'i

IM* Sai fiW ad tts Hs tóssi *01 täa 
«B> lì® 8£> && &5ÉBÌ tëi* 

at.

l a d a c t m  Piinav (I IQ uh. n a t e s .

JS’ .MtWmejsp 1 10 10 0 10 10 0 1 060406153037 05040615303/ M 0<1» 1)

j  JSP. dertCustomcrOetafejsp ]  1 10 10 0 10 j 10 0 1 0604*615:31:17 06XHA61&31:t7 1/10(10/2)

JSP.cierfDteffc^Clenttsp 1 1 0 0 0 0 0 1 0604*615:31:09 06040615 31 OS 1f l ( 1W2)

j  JST*. tferfDispt^Customefsjsp ¡ 2 25 so 21 10 40 0 1 06*4061531:15 060406153110 i/iodßß)

JSP.cfertHomejs)) 1 0 »! 0 0 0 0 1 0604*615:31:00 0604*61531:06 1* ( 1W2)

jjSP.cfentlosBijsp 1 10 10: 0 10 10 0 1 060406113057 0604061530:57 1/10(10/1)

.... ....  1 30 30 0 30 30 0 1 0604061531:13 Û6J04J061S31 :)3

JSP. cfientUpdateCbentlsp 1 10 10 0 10 10 Oj 1 «04*6153111 06*4*61531:11 1 /10(10/2)

' SQL.SELECT 'fromfHRCUSIOMERwhHea m iC  2 IS 30! 21 0 a 0 1 06*4*61S 31 15 0604*61S3118 10 (1* 0)

SQL.SELECT 'f ro n B4RCUST0MERwhereCUSTOKHD 1 20 20 i" 0 ~ a | 20 0 1 0604*61531:17 0604061531:17 100(100

SQL. SELECT from B4RCLENT where C U M D  2 0 0 0 0 0 0 1 0600061531«  £04061531:11 20(100)

SQL.UpdateB if id e *  1' 40 40 0 40! ~n\ oi 1 06*4*61531:13 0604*61531:13

SenM.  CbentChecOLoggedn 1 0 o! 0 0 0 0 1 06*40615:31:13 0604061531:13 10 (100)

SaiHe( .OienlChechPriiiagetWction 131 3 40 4 0 10 0 1 06*4*61531:06 06*4061531:16 ito î i iô f l i)

Sa*t.ciaiCus(om aDetafis 1 300 3Û0 0 300 300 0 1 ŒJC4061531:16 0604061531.17

SeuM . clen(Dispt$£lienl t 341 341 0 341 3« 0 1,06*4061531:09 06*4*61531.09
. . . . ------  -______  ^ V* iO\ w  w  WI A 4 4 » n iN ( f.h . .C  K IU M .M 4.I4 t

41 ». loa/ Hun«

52) Administrative Interface: Filter Logger D ropdow ns
I 3 ß iR  Adoim Convole Mir rosoli Inlerrvel Fxplorit j J i J x j

rte £A ‘f m  Favorites loots tjdp ______________________________________\ ir

Q ß a c k  *  J  - V ]  ^  * j 1 /  'Search >  Favorites ^ p >

A^lress j httpsi/Zwww.btng'Irert.comJadTTin J  0 G o  U*s »

b i l l i n g ^ re n t , c o m

| j m m
Home l 7ser Adiiiiii C lient Adniin Si id  (tit j

etynch
nkeene

' 1 Date Logged: |AJI j J Stabs: |Äil »J 1 Set Filter

1
H
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53) Adm inistrative Interface: Display Logger
1 3  ArJiwii torneilo M ù m u ft loltrru?! fxplwri

He E *  Ôew F§yor*es lods üdp 1 1

'J  Badt » J  *"] j î j  y  Search Favorites

Ajfrfress f-i j ▼J ¿ J go Unks

billing^nent.c o m

Client Atbrnn I S ta tis tin

User ID: (ÄÜ 3  Date Logged: [aJI 3  Status: | All _̂ J 

B 4 R a u d i tL o g

S ei Filter

User ID Date Sfata Haida Logger Uncage

ricettile 05-Apr-06,1*51-55 PM 5 B4RCti*xd- Authenticate B4RCKenl [nkeene]

nkesne 05-Apr-06, 145135 PM 5 Rdbm*CfientLognModule Va&dalion of lagm deteilf fprB4RCliuQl [nksenfi]

nkeanc 05-Apr^, 1451J5 PM 5 RdbmsGieolLoginModule Trying to connect lo dttobase..

nkeene Q5-Apr-06,14J1-.56 PM 5 RdhmsClienlLo gmModiilB Connected to daUbuel

nia sue 05-Apr-06,1*51:56 PM 5 RdbraaCKenrtLogpnModule SELECT * FROM B4RCUENT where clifintiiHokEane1 
end enabled ■ 'true'

nkaane Q5-Apf-06,14:51.56 PM 5 RdbnaCHenlLogjnModule SQL i elect coaplete

rice ans 05-Apr-06.14J1.56PM 5 RdbcwCüenlLoginModule Pasiwwd# do NOT metchl

nkesne 05-Apr-06,14J156 PM 5 RdbntfCHefllLogjnMQdule VaEdation of login detail« fbrB4RCHenl [nkeene] failed

nice me 05-Apr-06,14J156 PM 5 RdhaaClienlLognModule Abort

nkeane 05-Apr-06,145156 FM 5 RdbmsCtiexdLoginModule Logout

oktftne 05-Apr-06,14JM6 PM 5 RdhmClinfrtl .ogjnModule Connected to dalabasel

Dittane 05-Apr-06,14:52:00 PM 5 RdbntfCEentLogbMoiiule Paiflword» notch!

nkesne Û5-Apr-06t 14J2D6PM 5 RdbniCli enlLo ginM o dule UPDATE B4RCLIENT cetlwt to gin time- 
114G45116388 where CUENTH)- 'nkMnrf

nkesne 05-Apr-06,14i32U6PM 5 RdhmsCHenlLoginModule SQL update complete

nkeanc 05-Apr-06,14:52:06PM 5 RdbrttsCKenlLopnModule Validation of login detail) forB4RCHenl [nkeene] 
succeeded

Pages; 1 2 3 1 5 6 7 8 9 1 0  [Nextl

Pnvaçy Stet einen! | Security StaUmeiit

Done

© 2C0j Büliüg^Riiil, AU tigjits itservci!.

5 io«! rifar*»

54) Administrative Interface: D elete Single -  Select U ser to  be D eleted
c iiEitmgmmta-aiiMmijEgsa
Efc &dt ÿtew Favorites locfc tMp

*10121

Back •» j - ( X ] 2 5earch FavDftBS * . ■
Address 1 |>) Wti* 1 ffi!,\w.ì*nQÌrBntJtri\ft*Strén

b i l l i n g ^ r e n t .

Submit the ID  o f the User to be deleted from the B4RauditLog:

D n rID : efrnçit »1

I

Dorn

ô  200.' BiUiiigJRcJil AU iig.hi-J I ci vs

â > j  L0C«< Wrmt

-1 9 0 -



55) A dm inistrative Interface: Delete Single Confirmation
3 0 4 «  Admin Console Mlcrowift In trrnc l tniplor«*

Efc &Ä ï e *  F ffrtrt«  lock fcefr

Q m  X | 2 ,  » Swreh FavaHt» ^

AçjiJross [ § j  httpt://kWrt.b*r^fert,comi*diT(n

b i l l i n g ^  r e f i t . (_  c o m
mat tu e tt tuta 0 v icc  pr mitili et

D ele te  a ll en tries  from  the  L o g g er fo r  n
(¡lynch

A r c  y o u  s u re ?

YES I WO I

Privacy S u t m en t | Security SLaletnwit

*)<*»
© 2005 BiUing4Rent All rights reserved

'  - Locai rtrarwt

56) Administrative Interface: D elete Single C onfirm ed
5  tu» Addim Coniole Mitro» o il Internet fx|itun-i a JÆI *J

00 £ *  ü&ew FjïWtCi iogif tJdp j T

Q  T Ô  T [ Î |  0  ^  Favnrt« ■Jpi L ■* L=- d  L J

A $r»5  J-?‘j  ?)it{»:/JVxtìK^:S4i3jHf/àdriiVd^eFrcinÌ«|!}9f .cte f l  Go Ifrta M

b i l l i n g ^ r e n t  - ■  . com
o n l in e  ä i f t t t t e  * a iv l£ *  ß f  m v n (ü t

Hotno l.'sp r A dn iin C lien t A dm in Staristirs

D eta ils  fo r  u s e r  (elynch) successfully d e le ted  from  B 4R auditLogl

Privacy Statement | Security Statement

«Don»

© 2005 BilHng4Renl All rights reserved

2 '  ’ I oci* rir«w t



57) A dm inistrative Interface: Delete All Confirmation
I ^ H *tt AilniM» 1 oofcitlr Mw fovort liitciniTt fxplorr* JSJJtl

fcte Edt vj$« Favor* es jpth tfcto I fr 1
* «I 2Ü' , Sowih ■ 4p

58) Administrative Interface: D elete A ll C onfirm ed
I " J li iti Ärffnm « nntftlr Mirrewnlt (M rlnet » M|Uwri - I J I  x l

& t  ¥»w F<jvor*« IOOh &*> 3 3 ?
I^ S ö Ö v  * . m'j 2 , 'SMUidl ' Fffiont« $ 5 ' •
A4dw».j c"i httpij/jViAW.Wfc^rent.cafiVfltiwv ü  iOjGo Ur*5 M

¿jOor» I I I I



Appendix 3 -  B4R Prototype CD-ROM

1)

2)

3)

4)

5)

6)

The B 4R  Prototype C D -R O M  also contains all B 4R  Prototype source code.

Install the fo llow ing pre-requisite softw are (the rem ainder o f  the installation 
process assum es the successful installation o f  all o f  the  below ):

(a) JA V A  R untim e Environm ent
(b) A pache (Jakarta) Tom cat W eb Server
(c) O racle 9i

Create a  directory called b4r under the  <D RTVE>/jakarta-tom cat- 
5.5.9\w ebapps directory {e.g. C :\jakarta-tom cat-5 .5.9\w ebapps\b4r)

C opy the contents o f  the B4R-Prototype directory  on the below  C D  to the 
new ly created b4r directory on  the hard disk.

C opy the fo llow ing files from  the  B4R-Supporting Files directory to  the 
directory specified:

(a) keystore - copy to the  hom e directory o f  the currently  logged in  user
(b) catalina.policy copy to  the  “ C :\jakarta-tom cat-5 .5 .9 \co n f ’ directory

From  the “C :\jakarta-tom cat-5.5-9\w ebapps\b4r\B 4R  Scripts” directory, run  the 
included SQ L scripts in the fo llow ing  order:

(a) B 4R .sql
(b) C reate Procedure.sql
(c) Create D B M S JO B .sq l

Start the TO M C A T w eb server using  the fo llow ing com m and:
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7) (This step assum es the  successful com pletion  o f  Step 5). U se  a  W eb B row ser to  
v iew  the  B 4 R  Pro to type C lien t Site, by  using  the  fo llow ing address: 
h ttp ://<hostnam e>/b4r/b4rH om e.i sp. and th e  be low  log in  details:

(a) B 4 R  C lien t Site

Üsername: nkeane 
Password: R 3s3arch!

(b) B 4R  A dm inistra tive Interface

Username: kkirrane 
Password: R 3s3arch!
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